
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART B: CYBERNETICS 1

Cross-Domain Human Action Recognition
Wei Bian, Dacheng Tao, Member, IEEE, and Yong Rui, Fellow, IEEE

Abstract—Conventional human action recognition algorithms
cannot work well when the amount of training videos is insuffi-
cient. We solve this problem by proposing a transfer topic model
(TTM), which utilizes information extracted from videos in the
auxiliary domain to assist recognition tasks in the target domain.
The TTM is well characterized by two aspects: 1) it uses the
bag-of-words model trained from the auxiliary domain to repre-
sent videos in the target domain; and 2) it assumes each human
action is a mixture of a set of topics and uses the topics learned
from the auxiliary domain to regularize the topic estimation in
the target domain, wherein the regularization is the summation
of Kullback–Leibler divergences between topic pairs of the two
domains. The utilization of the auxiliary domain knowledge im-
proves the generalization ability of the learned topic model. Exper-
iments on Weizmann and KTH human action databases suggest
the effectiveness of the proposed TTM for cross-domain human
action recognition.

Index Terms—Bag-of-words, cross-domain learning, human ac-
tion recognition, topic models.

I. INTRODUCTION

V IDEO-BASED human action recognition has received
increasing attention nowadays and plays an important role

in practical applications, e.g., video surveillance and abnor-
mal detection systems. A dozen of methods for human action
recognition have been proposed in the past years [4], [8], [9],
[14], [19], [25], [36]. To name a few, Laptev and his col-
leagues [22], [23], [32] represented action videos by extracting
spatial–temporal local features and recognized actions by using
support vector machines (SVMs). Niebles et al. [27] developed
an unsupervised learning method for human action recognition
by exploiting topic models, e.g., probabilistic latent semantic
indexing (pLSI) [17] and latent Dirichlet allocation (LDA) [5].
Recently, Wang and Mori [43] have proposed a semilatent
topic model for human action recognition, which introduces
supervised information to LDA for subsequent recognition.
Empirical studies have shown that these conventional methods
have achieved promising recognition performance when the
amount of videos for model training is sufficient.

However, in many practical scenarios, the amount of avail-
able videos is insufficient to train a robust model for recogni-
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tion. For example, it is impossible for a newly installed video
surveillance system to collect sufficient amount of “clean” and
“precisely” labeled training videos in a short period. Therefore,
the aforementioned action recognition methods cannot work
well. On the other hand, it is always possible to collect a
large amount of human action videos elsewhere. Although these
videos are generally unlabeled and may not be directly relevant
to the current recognition task, it is possible to extract useful
information from these videos and use them to boost the current
recognition task. In this paper, this treatment is termed cross-
domain human action recognition, wherein the target domain
stands for the insufficient amount of training videos for the
current recognition task, and the auxiliary domain stands for
the sufficient amount of unlabeled videos collected elsewhere.

In this paper, we propose a transfer topic model (TTM) for
cross-domain human action recognition. Although the TTM
is built upon topic models similar to models used in [27]
and [43], there are two important differentiae that make the
TTM learn useful information from the auxiliary domain to
boost the recognition task in the target domain. In particular,
it first uses a cross-domain bag-of-words video representation,
wherein the visual words obtained from the auxiliary domain
are directly used to represent the target domain videos. Second,
and more importantly, by assuming an action is a mixture of
elementary movements, i.e., topics, the TTM uses the learned
topics from the auxiliary domain to regularize the topic learning
in the target domain. The regularization is the summation of
Kullback–Leibler divergences between topic pairs of the two
domains. When the training videos in the target domain are
insufficient, this regularization serves as an inductive bias for
the topic learning and helps improve the generalization ability
of the learned topics. We summarize our contributions here.

1) We study the problem of human action recognition from
a new perspective, i.e., through transfer learning. It is par-
ticularly valuable for the scenario that the target domain
has limited data, whereas large relative data are available
in the auxiliary domain.

2) To model the transfer human action recognition problem,
we propose the TTM. In particular, the Kullback–Leibler
divergence regularization is used for knowledge transfer
cross domains.

3) An algorithm based on the variational method is derived
for parameter estimation of the proposed TTM and pre-
dictions on new video frames.

The rest of this paper is organized as follows: In Sec-
tion II, we present the TTM. In Section III, we derive an
expectation–maximization (EM) algorithm for TTM parameter
estimation. Section IV presents a simple toy to show the work-
ing principle of the TTM. Real data experimental results on
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Weizmann and KTH action databases are reported in Section V.
Section VI concludes this paper.

II. RELATED WORK

Video-based human action recognition has received signifi-
cant attention in recent studied from both computer vision and
machine learning areas. Various features were developed for ac-
tion representation from videos. For instance, Cutler and Davis
[11] utilized self-similarity and time–frequency techniques to
present periodic motions. Efros et al. [14] proposed the motion
descriptor based on optical-flow measurements in a spatial–
temporal volume to characterize the stabilized human figures.
Bobick and Davis [8] proposed to use temporal templates
for motion and shape representation. Furthermore, Laptev and
Lindeberg [21] developed the space–time interest points by
extending the spatial interest points into the spatial–temporal
domain as features for action representation. It overcomes
limitations of traditional approaches, e.g., optic flow, which
suffers from rapid changes of human motions [8]. Recently,
specifically motivated by new techniques from machine learn-
ing area, a number of model-based methods have been de-
veloped for human action recognition. Topic models [3],
[5], [6] have been most successfully applied. For instance,
Niebles et al. [27] proposed an unsupervised learning method
for human action recognition based on pLSI [17], which mod-
els human actions with intermediate topics. Most recently,
Wang et al. [43] have also studied the problem of human
action recognition by modifying topic models, namely, LDA
[5] and correlated topic models (CTMs) [6], with semilatent
variations. Both these studies showed encouraging potentials of
topic models on human action recognition.

One fundamental assumption in traditional learning is that
training and testing data are sampled from an identical distri-
bution [29], [34], [35], [38]. However, this assumption is not
always valid. For example, when the data for one learning task
(called the target domain) are limited and we want to use the
data from the auxiliary domain to improve the performance
of the leaning task at hand, traditional learning algorithms are
inapplicable because the data distributions of the target and the
auxiliary domains can be different. Transfer learning emerges
as a new learning strategy to deal with such knowledge transfer
problem. The core problem in transfer learning is how to trans-
fer knowledge. Concerning this key point, many strategies with
distinct intuitions have been proposed, e.g., the sample selec-
tion bias correction [16], [18], [44] uses the reweighting method
to obtain an approximately unbiased distribution for learning,
self-taught learning approach finds new feature representations
to improve target domain learning performance [12], [31], and
the sharing common latent space or prior distributions idea
for realizing the knowledge transfer cross domains [1], [30],
[33]. A comprehensive survey on transfer learning, including
its categories and algorithms, can be found in [29]. Our study
integrates transfer learning with topic models in the background
of human action recognition. The method we use for knowledge
transfer is related to self-taught learning and sharing prior
distribution approaches. However, our method is more intuitive
and flexible by using the knowledge learned from the auxiliary
domain as prior information for target domain learning.

III. TTM

We propose a TTM for cross-domain human action recog-
nition. The TTM contains two aspects, namely, cross-domain
bag-of-words representation and regularized topic estimation.

A. Cross-Domain Bag-of-Words Representation

The bag-of-words model is popular for action video repre-
sentation [22], [27]. A codebook containing the visual words
is obtained by clustering the extracted spatial–temporal local
features from a collection of videos. Then, a video can be
represented by quantizing the spatial–temporal local features
according to the codebook. For cross-domain bag-of-words
representation, we have the following procedure. First, we
use the Harris3D detector and the histograms of optic flow
(HOF) descriptor [21] to extract spatial–temporal local features
from videos in the auxiliary domain. Afterward, k-means is
used to cluster these local features into visual words, which
gives an auxiliary domain a codebook CB = {c1, c2, . . . , cV },
where each cj represents a visual word, and V is the num-
ber of words. For each video v in the target domain, the
same spatial–temporal detector Harris3D and the descriptor
HOF are used to extract spatial–temporal local features F =
{f1, f2, . . . , fN}, wherein N is the feature number, and finally,
a bag of words {w1, w2, . . . , wN} can be obtained by quantiza-
tion, i.e., wn = j if ‖fn − cj‖ = min1≤j′≤V ‖fn − cj′‖.

Recent studies have shown that direct dense sampling from
the spatial–temporal volume of videos, instead of using spatial–
temporal detectors, offers promising recognition performance
[40]. In this paper, however, we prefer to use detectors, e.g.,
Harris 3D, because the improvement by using dense sampling
is limited, and detectors help extract features most related
to movements, which saves computational cost. Furthermore,
a codebook is generally attained via vector quantization (k-
means) [23], [27] on a large set of the extracted spatial–
temporal local features and is quite time consuming. The reuse
of the auxiliary domain codebook can save the time of learning
a codebook for the target domain video representation.

B. Transfer Topic Estimation

Recent works have shown the effectiveness of topic models
for human action recognition. It is suggested that recognition
in the topical space is more robust than previous recognition
methods [27], [43], e.g., by using SVM [22], that are conducted
in the raw feature (bag-of-words) space. However, due to sta-
tistical characterization, when the training data are insufficient,
it is hard to obtain a set of reliable topics for the representation
of unseen data (videos in the target domain). We address this
problem by using transfer learning, which has become a hot re-
search topic in recent years [1], [30], [37], [39]. Specifically, in
the TTM, we propose a transfer topic estimation method, which
utilizes the knowledge extracted from the auxiliary domain as
an inductive bias for target domain learning. Fig. 1 shows the
graphical representation of the proposed TTM, wherein for the
auxiliary domain, standard LDA are trained to obtain auxiliary
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Fig. 1. Graphical representation of the transfer topic estimation: the left part
marked by a dashed rectangle stands for the auxiliary domain learning, and the
right part is the target domain learning.

domain topics β(a) and then use β(a) as prior information to
regularize the learning of target domain topics β(t).

Human action recognition is usually deemed as a multiclass
classification, and thus, we exploit the error-correcting code
(ECC) method, which has been widely used for multiclass
classifier design [2], [13]. Specifically, for the C action con-
cepts in the target domain, we generate C distinct L-length
binary, i.e., ECC = {e1, e2, . . . , eC}, where each binary vector
ec ∈ {0, 1}L represents an action concept. It has been shown
that, for adequate code bits L, randomly generated ECC can
work sufficiently well for multiclass classification [2]. By using
this ECC, a video v can be labeled by an L-length vector
y = (y1, y2, . . . , yL), which is equal to ei if video v is the ith
action concept.

Suppose a K-topic model, where the K topics are denoted by
β = {β1, β2, . . . , βK}, then for a video v associated with a pair
(w,y), wherein w = {w1, w2, . . . , wN} is its cross-domain
bag-of-words representation and y = (y1, y2, . . . , yL) is its
coded label, we have the following generation procedures.

1) Sample topic proportions θ from Dirichlet distribution
Dir(θ|α);

2) For each of N words wn

a) sample a topic zn from multinomial distribution
Multi(zn|θ);

b) sample a word wn from multinomial distribution
Multi(wn|βzn

);
3) Sample each of L binary labels yl from binomial distrib-

ution Bi(yl|0.5 + ηT
l z̄), where z̄ = (1/N)

∑N
n=1 zn, and

−0.5 ≤ ηl ≤ 0.5.

The probabilities used in the preceding generation procedure
are given as

p(θ|α) =
Γ

(∑K
k=1 αk

)
∏K

k=1 Γ(αk)

K∏
k=1

θαk−1
k (1)

p(zn|θ) =
K∏

k=1

θ
zn,k

k (2)

p(wn|βzn
) =

V∏
j=1

β
wn,j

zn,j (3)

p
(
yl|ηT

l z̄
)

=
(
0.5 + ηT

l z̄
)y (

0.5 − ηT
l z̄

)1−y
. (4)

The aforementioned notations are explained in the following.
Dirichlet parameter α is a positive vector in RK ; θ ∈ RK is a
multinomial probability with nonnegative entries and a sum of
1; each topic index zn ∈ {0, 1}K is an indicator vector with
only one entry of 1 and the rest of all 0; each wn ∈ {0, 1}V is
also an indicator vector with only one entry of 1 and the rest of
all 0; and classification parameter ηl ∈ RK used in the binomial
satisfies −0.5 ≤ ηl ≤ 0.5. In addition, we use a subscript after
the comma to denote the entry of a vector, e.g., zn,j denotes the
jth entry in vector zn, so does wn,j for βzn,j .

According to the aforementioned generation procedure, the
joint probability density of (w,y, z, θ) is given by

p(w,y, z, θ|α, β, η)

= p(θ|α)
N∏

n=1

p(zn|θ)p(wn|βzn
)

L∏
l=1

p
(
yl|ηT

l z̄
)
. (5)

Furthermore, by integrating over θ and summing over z =
[z1, z2, . . . , zN ], the marginal probability density of (w,y) is
given by

p(w,y|α, β, η) =
∫
θ

p(θ|α)
∑

z1,...,zN

N∏
n=1

p(zn|θ)p(wn|βzn
)

×
L∏

l=1

p
(
yl|ηT

l z̄
)
dθ. (6)

Suppose there are M videos (wm,ym), m = 1, 2, . . . ,M , in
target domain D(t), the probability of all M videos is given by

p
(
D(t)|α, β, η

)
=

M∏
m=1

p(wm,ym|α, β, η) (7)

where each of the independent terms is determined by (6).
To estimate parameters (α, β, η), we use the following regu-

larized log likelihood:

(
α(t), β(t), η(t)

)
= arg max

α,β,η

M∑
m=1

log p(wm,ym|α, β, η)

+ λ
K∑

k=1

V∑
j=1

β
(a)
k,j log

βk,j

β
(a)
k,j

(8)

where β(a) denotes the auxiliary domain topics, and λ is a
weighting parameter between the log likelihood and the reg-
ularization. The regularization term in (8) is the negative of the
summation of the relative entropy between each pair of topics
in β(a) and β, i.e.,

K∑
k=1

V∑
j=1

β
(a)
k,j log

βk,j

β
(a)
k,j

= −
K∑

k=1

KL
(
β

(a)
k ‖βk

)
. (9)

Thus, it penalizes the dissimilarity of the topics between two
domains. By the regularization, the topic learning for the target
domain becomes possible even with a small amount of training
videos.
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IV. PARAMETER ESTIMATION

Here, we derive an EM algorithm to solve the aforemen-
tioned regularized maximum-likelihood estimation. For an EM
algorithm, generally, it needs to construct a lower bound for
the log likelihood, which requires an explicit posterior dis-
tribution of the latent variables. However, for a topic model,
posterior p(θ, z|w,y, (α, β, η)) is hard to obtain [5], and
thus, the variational method is usually exploited. According
to the variational method [20], we restrict (approximate) pos-
terior p(θ, z|w,y, (α, β, η)) to a fully factorized distribution
family, i.e.,

q(θ, z|γ,Φ) = q(θ|γ)
N∏

n=1

q(zn|φn) (10)

where γ and Φ = [φ1, φ2, . . . , φN ] are variational parameters,
q(θ|γ) is a Dirichlet distribution, and q(zn|φn) is a multinomial
distribution. The best variational (approximate) distribution
q∗(θ, z|γ∗,Φ∗) is given by the one within the family [see (10)]
that minimizes the KL divergence between the approximation
and the true posterior p(θ, z|w,y, (α, β, η)), i.e.,

q∗(θ, z|γ∗,Φ∗; (α, β, η))

= arg min
q(θ,z|γ,Φ)

KL (q(θ, z|γ,Φ)‖p (θ, z|w,y, (α, β, η))) .

(11)

The preceding minimization can be solved by (12), shown
at the bottom of the page, and details to obtain them are
given in Appendix B. Note that ◦ denotes the elementwise
multiplication between vectors.

To estimate the model parameters, we need the following
M -step:

(α, β, η)[k+1] = arg max
α,β,η

M∑
m=1

Eq∗
m(θ,z|γ∗

m,Φ∗
m;(α,β,η)[k])

× log p(wm,ym, θ, z|α, β, η)

+ λ

K∑
k=1

V∑
j=1

β
(a)
k,j log

βk,j

β
(a)
k,j

(13)

where (a, β, η)[k] is the output of the kth iteration round. We
derive the solution of (13) in Appendix C. Particularly, α is

given by

α[k+1] = arg max
α

M log Γ

(
K∑

i=1

αi

)
− M

K∑
i=1

log Γ(αi)

+
M∑

m=1

K∑
i=1

(αi − 1)

(
Ψ

(
γ∗

m,i

)
− Ψ

(
K∑

i=1

γ∗
m,i

))

(14)

which can be solved by the Newton method detailed in [5] or
the fixed-point method detailed in [26]. For β, we have the
closed form

β
[k+1]
i,j ∝

M∑
m=1

Nm∑
n=1

φ∗
m,n,iδ(wm,n,j = 1) + λβ

(a)
i,j . (15)

For η, it is given by

η
[k+1]
l = arg min

−0.5≤ηl≤0.5
0.5ηT

l Aηl − bT ηl (16)

where A =
∑M

m=1

(
1/N2

m

) (∑Nm

n=1

∑
n′ �=n φm,nφT

m,n′ +∑Nm

n=1 diag(φm,n)
)

, and b =
∑M

m=1(3ym,l − 1.5)(1/Nm) ×∑N
n=1 φm,n.
Based on the learned (α(t), β(t), η(t)), we can predict the

corresponding label of a new action video. For a new video v∗

represented by w, we have

y∗ = Ey

(
y|w, α(t), β(t), η(t)

)
= Ez

(
Ey(y|z)|w, α(t), β(t), η(t)

)

=
(
η
(t)
1 , η

(t)
2 , . . . , η

(t)
L

)T

Ez

(
z̄|w, α(t), β(t), η(t)

)
. (17)

The calculation of Ez(z̄|w, α(t), β(t), η(t)) requires the exact
posterior probability of z = [z1, z2, . . . , zN ], which is hard to
calculate as mentioned earlier. Thus, we use variational distrib-
ution q∗(θ, z|γ∗,Φ∗) defined in (11) to get an approximation of
Ez(z̄|w, α(t), β(t), η(t)), and thus, we can obtain the prediction

y∗ ≈
(
η
(t)
1 , η

(t)
2 , . . . , η

(t)
L

)T 1
N

N∑
n=1

φ∗
n. (18)

Then, comparing y∗ with ECC = {e1, e2, . . . , eC}, we can
find the action concept of v∗.

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

γ = α +
N∑

n−1
φn

φn ∝ β:,wn
◦ exp

{
Ψ(γ) − Ψ

(
K∑

i=1

γi

)
+ (1/N)

L∑
l=1

(3yl − 1.5)ηl

− (1/N2)

(
L∑

l=1

∑
n′ �=n

φT
n′ηlηl + 0.5(ηl ◦ ηl)

)}
, n = 1, 2, . . . , N

(12)
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Fig. 2. Topical structure plots for the toy example. (a) True topics of the auxiliary domain. (b) True topics of the target domain. (c) Topics directly learned from
the auxiliary domain data. (d) Topics directly learned from the target domain data. (e) Target domain topics learned by using the transfer learning model.

Remarks: In the aforementioned EM-type algorithm for pa-
rameter estimation, the major computational cost is in solving
(11) via iterative updating formulas (12). In (12), updating of
γ is ignorable, and updating of φn requires a computational
cost of order O(NL2 + K), where NL2 is for the computation
within the exponent, and K is for the elementwise multiplica-
tion. Since there are φn’s, n = 1, 2, . . . , N , to be calculated,
the computation cost for (12) is O(N2L2 + NK). Suppose
M documents have on average N words and T iterations are
required for convergence, then the total computational cost for
solving is O(TMN2L2 + TMNK).

V. TOY EXAMPLE

We use a toy example to illustrate the working principle
of the proposed TTM. In particular, we show that the learned
topics from the auxiliary domain can facilitate the topic learning
in the target domain. In the example, the auxiliary domain has a
topical structure of nine topics over a vocabulary of 900 words,
whereas the target domain has a similar topical structure, but
the topics are slight variations from the auxiliary domain ones
by adding additional noise. Fig. 2(a) and (b) shows the topics
of the two domains. We suppose a three-class classification
problem, and for each class, we generate 200 documents for
the auxiliary domain and 50 documents for the target domain.
Note the amount of labeled documents in the target domain is
insufficient. This design meets the scenario of transfer learning.
The topics learned from the auxiliary domain are shown in
Fig. 2(c). Due to the sufficient amount of labeled documents
in the target domain, the learned topics are consistent with the

true topics shown in Fig. 2(a). On the contrary, it is difficult
to directly learn topics from data in the target domain. This is
evident by comparing the learned topics in Fig. 2(d) against the
true ones shown in Fig. 2(b). However, by using the proposed
TTM, we relearn topics of the target domain by using the
learned topics of the auxiliary domain as regularization, and
Fig. 2(e) shows that the learned topics can be significantly
improved.

Furthermore, the topics obtained by the TTM are more dis-
criminative. Fig. 3 shows the embedded (by principal compo-
nent analysis (PCA), from nine to two dimensions) proportions
of the target domain documents under the true topics, the topics
learned by using only the target domain data, and the topics
learned by the TTM. One can see that the three classes are better
separated by using the topics learned by the TTM.

VI. EXPERIMENTS

We evaluate the proposed TTM by using a cross-domain
human action recognition experiment from the Weizmann data-
base [4] to the KTH database [32]. These two databases are
frequently used for testing human action recognition methods
[23], [27], [32]. In addition, the actions in the two databases
share some common properties, which are particularly suitable
for our cross-domain human action recognition experiments.
The Weizmann human action database contains ten classes of
human actions performed by nine people and has 90 videos
in total. The KTH human motion data set contains six classes
of human actions, including walking, jogging, running, boxing,
hand waving, and hand clapping. Each action is performed by
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Fig. 3. Two-dimensional embedding for the topic proportions of the target domain data. (a) Topic proportions under the true topics. (b) Topic proportions under
the directly learned topics. (c) Topic proportions under the topics learned by using the transfer learning model.

Fig. 4. Sample frames from the Weizmann human action database [4].

Fig. 5. Sample frames from the KTH human action database [32].

25 subjects in four scenarios. Example frames of both databases
are shown in Figs. 4 and 5.

In our experiments, we use the Weizmann database as
the auxiliary domain. We first learn a codebook for cross-
domain bag-of-words representation by using this database.
Specifically, the Harris3D detector [21] is used to detect the
spatial–temporal interest points from the videos, and then,
the HOF descriptor [21] is used to extract local features on the

detected points. In all, 10 562 HOF features of 90 dimensions
are obtained from all videos in the database. Then, k-means
is used to cluster the features into 1500 visual words, which
comprise the auxiliary domain codebook. Based on the bag-
of-words representation of the videos, we conduct LDA to
extract topics from the database. Particularly, five sets of topics
are obtained by varying topic numbers from 20 to 40 with an
interval of 5.
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Fig. 6. Comparison of different methods: the proposed TTM, Wang’s method [43], Niebles’s method [27], and SVM-based recognition.

We then do action recognition on the KTH database, which
is referred to as the target domain. To simulate a scenario
of limited training data, we use the videos of one person for
training and use the rest videos from others for test. Similarly,
the Harris3D detector and the HOF descriptor are used to ex-
tract spatial–temporal local features, and the auxiliary domain
codebook is used to get the bag-of-words of the target domain
videos. Then, we use the proposed TTM with the auxiliary
domain topics as regularization to perform action recognition.

We compare TTM against three state-of-the-art human action
recognition methods. The first one is the SVM-based method
[32], where a linear form is used and the parameter is tuned
by leave-one-out cross validation on the training set, whereas
the other two are topic model based, which are referred to
as Niebles’s method [27] and Wang’s method. The average
recognition rates (over 25 training cases) of different methods
are shown in Fig. 6. It is shown that the proposed TTM and
Wang’s method [43] performed better than the other two, and
with a suitable number of topics, the TTM can outperform
Wang’s method. The requirement of a suitable topic number
is reasonable because too few topics cannot reliably represent
human actions while too many of topics will lose the dimension
reduction function of topic models.

To investigate the effectiveness of transfer learning, we take
the 30-topic case as an example and show the recognition
performance against weighting parameter λ in the proposed
TTM. Results on 12 out of the 25 training cases are shown in
Fig. 7. In most cases, recognition performance first increases
and then decreases along with the increase in transfer learning
parameter λ, which reflects that cross-domain knowledge is
helpful to improve the performance of current recognition task
while, of course, much knowledge transfer (or regularization)

Fig. 7. Performance evaluation by varying transfer learning weighting param-
eter λ.

should not be dominated. In addition, the best parameter λ
varies on different training examples due to the diversities
among the videos of different people.

VII. CONCLUSION

In this paper, we have proposed a TTM for cross-domain
human action recognition. The TTM consists of cross-domain
bag-of-words representation and regularized target domain
topic estimation. It overcomes the limitation of existing ac-
tion recognition methods in which both video representation
and model learning are domain specific, i.e., it saves much
computational cost in obtaining a codebook for bag-of-words
representation and improves the recognition performance by
utilizing auxiliary domain knowledge for scenarios where only
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TABLE I
VARIABLES AND NOTATIONS IN THE TTM AND PARAMETER ESTIMATION

insufficient amount of training videos in the target domain
is available. For the implementation of the TTM, we derived
an efficient EM learning algorithm based on the variational
approximation. Experiments on the KTH and Weizmann data-
bases suggested the effectiveness of the TTM for cross-domain
human action recognition. It has been shown that the TTM
outperformed several state-of-the-art human action recognition
methods by utilizing cross-domain knowledge.

APPENDIX A

The variables and notations in the TTM and parameter esti-
mation are shown in Table I.

APPENDIX B

We show the details for solving (11). First, we expand the KL
divergence in (11) as

KL(q(θ, z|γ,Φ)||p (θ, z|w,y, (α, β, η)))

=log p (w,y|(α, β, η))−Eq(θ|γ) log p(θ|α)

−
N∑

n=1

Eq(θ|γ) log p(zn|θ)−
N∑

n=1

Eq(zn|φn) log p(wn|βzn
)

−
L∑

l=1

Eq(z|Φ) log p
(
y|ηT

l z̄
)
+Eq(θ|γ) log q(θ|γ)

+
N∑

n=1

Eq(zn|φn) log q(zn|φn)

≈ log p (w,y|(α, β, η))−log Γ

(
K∑

i=1

αi

)

+
K∑

i=1

log Γ(αi)−
K∑

i=1

(αi−1)

(
Ψ(γi)−Ψ

(
K∑

i=1

γi

))

−
N∑

n=1

k∑
i=1

φni

(
Ψ(γi)−Ψ

(
K∑

k=1

γi

))

−
N∑

n=1

K∑
i=1

V∑
j=1

φniδ(wn,j =1) log βij

+ 0.625L−(1/N)
L∑

l=1

(3yl−1.5)ηT
l

N∑
n=1

φn

+ 0.5(1/N2)
L∑

l=1

ηT
l

⎛
⎝ N∑

n=1

∑
m �=n

φnφT
m+

N∑
n=1

diag(φn)

⎞
⎠ηl

+ log Γ

(
K∑

i=1

γi

)
−

K∑
i=1

log Γ(γi)

+
k∑

i=1

(γi−1)

(
Ψ(γi)−Ψ

(
K∑

i=1

γi

))

+
N∑

n=1

K∑
i=1

φni log φni (19)

where we apply an approximation on log p(y|ηT
l z̄) by using

log(1 − x) ≈ −x − 0.5x2 for any 0 > x > 1, i.e.,

log p
(
yl|ηT

l z̄
)

= yl log (0.5+ηT
l z̄)

)
+(1−yl) log

(
0.5−ηT

l z̄
)

≈ −0.625+(3yl−1.5)ηT
l z̄−0.5

(
ηT

l z̄
)2

(20)

Eq(z|Φ) log p
(
y|η[k]T

l z̄
)

≈ −0.625+(3yl−1.5)ηT
l Eq(z|Φ)z̄−0.5ηT

l Eq(z|Φ)(z̄z̄T )ηl

= −0.625 + (3yl − 1.5)ηT
l (1/N)

N∑
n=1

φn

− 0.5(1/N2)ηT
l

⎛
⎝ N∑

n=1

∑
n′ �=n

φnφT
n′ +

N∑
n=1

diag(φn)

⎞
⎠ ηl.

(21)

To minimize (19) with respect to γ, we isolate related terms
and get

O[γ] = −
K∑

i=1

(αi − 1)

(
Ψ(γi) − Ψ

(
K∑

i=1

γi

))

−
N∑

n=1

k∑
i=1

φni

(
Ψ(γi) − Ψ

(
K∑

k=1

γi

))

+ log Γ

(
K∑

i=1

γi

)
−

K∑
i=1

log Γ(γi)

+
k∑

i=1

(γi − 1)

(
Ψ(γi) − Ψ

(
K∑

i=1

γi

))
(22)

and by setting ∂O[γ]/∂γ = 0, we get the updating equation in
(12). To minimize (19) with respect to φn, we isolate related
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terms and use the Lagrangian multiplier method, i.e.,

O[φn] = −
K∑

i=1

φni

(
Ψ(γi) − Ψ

(
K∑

k=1

γi

))

−
K∑

i=1

V∑
j=1

φniδ(wn = j) log βij

− (1/N)
L∑

l=1

(3yl − 1.5)ηT
l φn + 0.5(1/N2)

L∑
l=1

ηT
l

×

⎛
⎝ N∑

n=1

∑
n′ �=n

φnφT
n′ +

N∑
n=1

diag(φn)

⎞
⎠ ηl

+
K∑

i=1

φni log φni + λ

(
K∑

i=1

φn,i − 1

)
(23)

where λ is the multiplier. By setting ∂O[φn]/∂φn = 0, we get
the updating equation in (12).

APPENDIX C

We show the details of solving (13). First, similar to (19),
we have

M∑
m=1

Eq∗
m(θ,z|γ∗

m,Φ∗
m;(α,β,η)[k])

× log p
(
w(s)

m ,y(s)
m , θ, z|α, β, η

)
+ λ

K∑
k=1

β
(a)
k log

βk

β
(a)
k

≈ M log Γ

(
K∑

i=1

αi

)
− M

K∑
i=1

log Γ(αi)

+
M∑

m=1

K∑
i=1

(αi − 1)

(
Ψ(γm,i) − Ψ

(
K∑

i=1

γm,i

))

+
M∑

m=1

Nm∑
n=1

k∑
i=1

φm,n,i

(
Ψ(γm,i) − Ψ

(
K∑

k=1

γm,i

))

+
M∑

m=1

Nm∑
n=1

K∑
i=1

V∑
j=1

φm,n,iδ(wm,n,j = 1) log βi,j

− 0.625LM+
M∑

m=1

(1/Nm)
L∑

l=1

(3ym,l−1.5)ηT
l

N∑
n=1

φm,n

− 0.5
M∑

m=1

(1/N2
m)

L∑
l=1

ηT
l

×

⎛
⎝Nm∑

n=1

∑
n′ �=n

φm,nφT
m,n′ +

Nm∑
n=1

diag(φm,n)

⎞
⎠ ηl

+ λ
K∑

k=1

β
(a)
k log

βk

β
(a)
k

. (24)

To maximize (24) with respect to α, we isolate related terms
and get

O[α] = M log Γ

(
K∑

i=1

αi

)
− M

K∑
i=1

log Γ(αi)

+
M∑

m=1

K∑
i=1

(αi − 1)

(
Ψ(γm,i) − Ψ

(
K∑

i=1

γm,i

))
.

(25)

To maximize (24) with respect to βi,j , we isolate related terms
and use the Lagrangian multiplier method for

∑V
j=1 βi,j = 1,

i.e.,

O[β] =
M∑

m=1

Nm∑
n=1

K∑
i=1

V∑
j=1

φm,n,iδ(wm,n,j = 1) log βi,j

+
K∑

i=1

λi

⎛
⎝ V∑

j=1

βi,j − 1

⎞
⎠ + λ

K∑
k=1

V∑
j=1

β
(a)
k,j log

βk,j

β
(a)
k,j

(26)

where λ is the multiplier. By setting ∂O[β]/∂βi,j = 0, we get
optimal solution (15). To maximize (24) with respect to ηl, we
isolate related terms and get

O[ηl] = ηT
l

M∑
m=1

(3ym,l − 1.5)(1/Nm)
N∑

n=1

φm,n

− 0.5ηT
l

M∑
m=1

(1/N2
m)

⎛
⎝Nm∑

n=1

∑
n′ �=n

φm,nφT
m,n′ +

Nm∑
n=1

diag(φm,n)

⎞
⎠ηl

(27)

which leads to problem (16) with constraint −0.5 ≤ ηl ≤ 0.5.
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