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Abstract. Objects and their spatial relationships are important features for human visual perception. In most exist-
ing content-based image retrieval systems, however, only global features extracted from the whole image are used.
While they are easy to implement, they have limited power to model semantic-level objects and spatial relationship.
To overcome this difficulty, this paper proposes a constraint-based region matching approach to image retrieval.
Unlike existing region-based approaches where either individual regions are used or only first-order constraints are
modeled, the proposed approach formulates the problem in a probabilistic framework and simultaneously models
both first-order region properties and second-order spatial relationships for all the regions in the image. Specifically,
in this paper we present a complete system that includes image segmentation, local feature extraction, first- and
second-order constraints, and probabilistic region weight estimation. Extensive experiments have been carried out
on a large heterogeneous image collection with 17,000 images. The proposed approach achieves significantly better
performance than the state-of-the-art approaches.
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1. Introduction

With the advances in both image analysis techniques
and cheapdigital storage, content-based image retrieval
(CBIR) has become an active research area during the
past decade. There exist rich literature onCBIR, includ-
ing QBIC (Niblack et al., 1993), PhotoBook (Pentland
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search Center, # 06-01 Beijing Kerry Center, 1 GuangHua Road,
Chaoyang District, Beijing 100020, P.R. China. E-mail: tao.wang@
intel.com

et al., 1996), VisualSEEK (Smith and Chang, 1996),
MARS (Rui et al., 1997), Netra (Ma and Manjunath,
1997), BlobWorld (Carson et al., 1997) and SIMPLIc-
ity (Li et al., 2000) etc. For recent surveys on various
CBIR systems and techniques please refer to Rui et al.
(1999) and Smeulders et al. (2000). Despite years of
extensive research, however, assisting users to find their
desired images accurately and quickly is still an open
problem. According to recent study results (Rodden
et al., 2001), one of the main challenges is the seman-
tic gap between users’ high-level query concepts (e.g.
an apple on a table) and low-level features which the
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38 Wang, Rui and Sun

computer can extract (e.g. 30% red color and a bold
with vertical edges).
While closing the semantic gap is still a far cry given

today’s technology, there are some ways to narrow it
down. One is to introduce relevance feedback learning
and take advantage of users’ knowledge to guide the
search. Many techniques have been developed along
that line (e.g., Rui and Huang, 2000; Cox et al., 2000;
Wang et al., 2001). The other is to improve the simi-
larity models and features used in a CBIR system. In
most existing systems, global features such as global
color histogram, texture and shape are broadly used
(e.g., Niblack, 1993; Smith and Chang, 1996; Rui and
Huang, 2000). While global features are easy to im-
plement, they often fail to narrow down the semantic
gap because of their limited description power based
on objects. Compared with global features, local fea-
tures have strong correlations with objects, which are
prospective to provide a big step towards the semantic-
based retrieval.
Existing local-feature-based approaches fall into

three categories: fixed-layout-based (e.g., Tian et al.,
2000), salient-point-based (Tian et al., 2001; Gouet
and Boujemaa, 2001) and region-based approaches
(Carson et al., 1997; Kam et al., 2000; Moghaddam
et al., 2000; Ko et al., 2000; Wang et al., 2002).
Among various local-feature-based approaches, the
region-based approach so far has been the winning ap-
proach since they have strong correlations with real-
world objects. This approach first segments an im-
age into multiple regions that have high correlations
with real-world objects. Then the total similarity be-
tween two images is calculated based on all the corre-
sponding regions. However, because of imperfect im-
age segmentation (e.g., over or under segmentation),
care must be taken when comparing two images. The
Netra system (Deng and Manjunath, 1999; Ma and
Manjunath, 1997) compares images based on individ-
ual regions.Althoughqueries basedonmultiple regions
are allowed, the retrieval is done by merging individual
single-region query results. This approach is therefore
less robust to imperfect segmentation. The SaFe sys-
tem (Smith and Chang, 1997), on the other hand, uses
a 2D-string approach.While this system is more robust
thanNetra, it is sensitive to region shifting and rotation.
Xu et al. (2000) takes a different approach which rep-
resents visual objects (e.g., cars) as composite nodes
in a hierarchical tree scheme. Compared with previ-
ous approaches, this approach is more robust, but less
generalizable to other domains. A more recent tech-

nique, integrated region matching (IRM), is developed
by Li et al. (2000). This approach reduces the influ-
ence of inaccurate segmentation by allowing a region
to be matched to multiple regions from another image.
However, it suffers from a greedy algorithm when es-
timating inter-region weights, and does not take into
account the spatial relationship between regions in an
image.
In this paper, based on spatial constrains between im-

age regions, a novel probabilistic regionmatching tech-
nique is presented. Different from other approaches,
we take into account not only the first-order (e.g., re-
gion features) constraints but also the second-order
ones (e.g., spatial relationship between them). More
importantly, unlike other ad hoc approaches, our simi-
larity model between two images is based on a princi-
pled probabilistic framework. The proposed approach
achieves significantly better retrieval performance than
the existing good approaches.
The rest of the paper is organized as follows. For

related work in Section 2, we focus on the integrated
region matching (IRM) approach (Li et al., 2000). It is
one of the best approaches available and the one that
we will compare against in this paper. In Section 3, we
give detailed descriptions of our proposed constraint-
based region matching (CRM) approach. In Section 4,
extensive experiments over a large heterogeneous im-
age collectionwith 17,000 images are reported. Finally,
concluding remarks are given in Section 5.

2. Related Work

After image segmentation, the overall similarity be-
tween two images can be calculated based on all the
corresponding regions. Let images 1 and 2 be rep-
resented by region sets R1 = {r1, r2, . . . , rM} and
R2 = {r ′

1, r
′
2, . . . , r

′
N } respectively. Let the similar-

ity between regions ri and r ′
j be S(ri , r

′
j ), where ri is

the i th region in R1 and r ′
j is the j th region in R2. Then

the total similarity between two images can therefore
be defined as the similarity S(R1, R2) between the two
region sets:

S(R1, R2) =
M∑
i=1

N∑
j=1

wi j S (ri , r
′
j )

(1)

s.t.
M∑
i=1

N∑
j=1

wi j = 1
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Figure 1. Region matching between region sets R1, R2.

where weight wi j indicates the importance of region
pair ri and r ′

j with respect to the overall similarity.
This region-matching scheme is illustrated in Fig. 1.
Every vertex in the graph corresponds to a region in an
image. If two regions ri and r ′

j are matched, the two
vertices are connected by an edge with a weight wi j . It
becomes clear that estimating wi j is a key step for the
similarity model.
Among various existing region-based approaches

discussed in Section 1, IRM (Li et al., 2000) is one
of the best. It uses the “most similar highest priority”
(MSHP) principle to estimatewi j , i.e., iteratively gives
the largest priority to the region pair having minimum
distance. Let the normalized importance of ri and r ′

j be
pi and p′

j , the following constraints hold:

M∑
i=1

pi =
N∑
j=1

p′
j = 1 (2)

M∑
i=1

wi j = p′
j ,

N∑
j=1

wi j = pi (3)

The IRM approach can be summarized as follows:

1. Initially, set the assigned region set L = { }. Let the
unassigned region set E = {(i, j) | i = 1, 2, . . . ,M ;
j = 1, 2, . . . , N }.

2. Choose the minimum di j for (i, j) ∈ E-L . Label
the corresponding (i, j) as (i ′, j ′)

3. min(pi ′ , p′
j ′ ) → wi ′ j ′

4. If pi ′ < p′
j ′ , set wi ′ j = 0, j 	= j ′; otherwise set

wi j ′ = 0, i 	= i ′.
5. pi ′ −min(pi ′ , p′

j ′ ) → pi ′
6. p′

j ′ −min(pi ′ , p′
j ′ ) → p′

j ′

7. L + {(i ′, j ′)} → L
8. If

∑M
i=1 pi > 0 and

∑N
j=1 p

′
j > 0, then go to Step

2; otherwise stop.

In IRM, pi , p′
j are respectively defined as the area per-

centage of region ri in R1, region r ′
j in R2 and di j is the

distance between region ri and r ′
j . While IRM makes

a significant step in the integrated region matching,
its accuracy and robustness suffers from the fact that
it does not take into account the spatial relationships
between regions for the weight estimation. In addi-
tion, it uses a greedy algorithm to estimate inter-region
weight wi j , which again reduces the robustness of the
similarity model. For example, the greedy algorithm
can easily be trapped into local minimum, and all the
subsequentweight estimation becomes un-reliable (see
Section 3.5).

3. Constraint Based Region Matching

To improve the robustness of region matching, we
propose a new technique that depends on not only
the region properties but also the spatial relationships
between regions. More importantly, it formulates the
weight estimation problem in a probabilistic frame-
work and solves the problem in a principled way. In
the rest of this section, we present detailed description
of CRM approach.

3.1. Image Segmentation

Image segmentation tries to divide an image into re-
gions that have strong correlations with real-world ob-
jects. We use a region-growing approach to segment
images based on HSV color model (Jain, 1989). An
example of segmentation result is shown in Fig. 2.
More sophisticated segmentation techniques can be

used (e.g., Pavlidis and Liow, 1990; Felzenszwalb and
Huttenlocher, 1998). But that is beyond the discussing
scope of this paper.

3.2. Region Features

After image segmentation, the color, size, shape andpo-
sition features of each region are extracted to represent

Figure 2. A landscape image (a) and its segmentation (b).
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Figure 3. Spatial relationship between objects.

the content of an image. In our implementation, the
color feature �C is the mean color in HSV color model,
the size feature ρ is the area percentage, the shape fea-
ture is the eccentricity e (Leu, 1991) and the position
feature �O is the normalized region center.

3.3. Regional and Spatial Constraints

Object and relationship modeling has been extensively
studied for the past three decades in spatial layout
planning (Pfefferkorn, 1975; Kazuyoshi and Fumio,
1995). Pfefferkorn defines three important components
(Kazuyoshi and Fumio, 1995): (1) Objects. Examples
are tables and floor. (2) Specified areas. They encode
domain knowledge of the position of objects, e.g., floor
is at the bottom. (3) Spatial relationship constraints.
For example, a table is on top of a floor.
Because the first two constraints concern only

about the individual objects, we call them first-order
constraints. Similarly, we call the spatial relationship
constraints second-order constraints, as it involves two
objects. Even though the above concepts were first de-
veloped in spatial layout planning, they apply equally
well in image content modeling. For example, in Fig. 3,
the image is characterized with objects A, B, C, D and
their spatial relationship (see Table 1). If another im-
age contains both similar regions and similar spatial
relationships, then the two images should be similar in
content.

Table 1. Spatial relationship of objects in Fig. 3.

A B C D E

A N/A Top top top outside

B bottom N/A inside right bottom

C bottom outside N/A outside bottom

D bottom left inside N/A bottom

E inside top top top N/A

Let ri , rk be regions in Image 1 and r ′
j , r

′
l arematched

regions to them respectively in Image 2. The con-
straints and their associated similarities are defined as
follows:

1. Region property constraint

– Color:

Sc(ri , r
′
j ) = exp

(−‖ �Ci − �C ′
j‖2

/
2σ 2c

)
(4)

– Shape:

Se(ri , r
′
j ) = exp

(−‖ei − e j‖2
/
2σ 2e

)
(5)

2. Region position constraint

– Position:

Sp(ri , r
′
j ) = exp

(−‖ �Oi − �O ′
j‖2

/
2σ 2p

)
(6)

3. Spatial relationship constraint

– Orientation:

So(ri , rk, r
′
j , r

′
l )

=
(
( �Oi − �Ok) · ( �O ′

j − �O ′
l )

‖ �Oi − �Ok‖ · ‖ �O ′
j − �O ′

l‖
+ 1

)/
2 (7)

– Inside/outside:

Si (ri , rk, r
′
j , r

′
l )

= (ri in/out rk) XOR(r ′
j in/out r

′
l ) (8)

– Size Ratio:

Ss(ri , rk, r
′
j , r

′
l )

=
(

(ρi , ρk) · (ρ ′
j , ρ

′
l )

‖(ρi , ρk)‖ · ‖(ρ ′
j , ρ

′
l )‖

+ 1

)/
2 (9)

where σc, σe and σp control the penalty of different
variation respectively. The total similarity based on the
first-order constraints, e.g., Eqs. (4)–(6), for two re-
gions ri , r ′

j is defined as:

S1(ri , r
′
j ) = wcSc(ri , r

′
j )+ weSe(ri , r

′
j )

+ wpSp(ri , r
′
j ) (10)

s.t. wc + we + wp = 1
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Constraint Based Region Matching for Image Retrieval 41

Similarly, the total similarity based on the second-order
constraints, e.g., Eqs. (7)–(9), is

S2(ri , rk, r
′
j , r

′
l ) = woSo(ri , rk, r

′
j , r

′
l )

+ wi Si (ri , rk, r
′
j , r

′
l )

+ ws Ss(ri , rk, r
′
j , r

′
l ) (11)

s.t. wo + wi + ws = 1

where wc,we,wp,wo,wi, and ws are proper weights for
corresponding constraints. These weights can either be
specified through experiments, or be dynamically ad-
justed via relevance feedback (e.g., Wang et al., 2001).
In our current implementation, we experimentally find
that wc = 0.5, we = 0.3, wp = 0.2, wo = 0.4, wi =
0.3, andws = 0.3 give good results on a 17,000 image
database.
It is worth mentioning that the proposed CRM is

a general approach. The 1st order constraints can be
texture and semantic features besides color, shape fea-
tures etc. Similarly, the 2nd order constraints can be
adjacent, contained, semantic features etc. The invari-
ance of translation, rotation and scaling depends on the
used constraints. In our experiments, the constraints of
Eqs. (4), (5), (8) and (9) are translation, rotation and
scaling invariant. Equation (7) is translation and scaling
invariant and Eq. (6) is only scaling invariant.

3.4. Probabilistic Weight Estimation

The overall similarity between two region sets, thus
two images, is defined as follows:

S(R1, R2) =
M∑
i=1

N∑
j=1

wi j S1(ri , r
′
j ) (12)

s.t.
M∑
i=1

N∑
j=1

wi j = 1

As discussed in Section 2, there are several problems
with how IRM estimates the weights. To address these
issues, we cast the weight estimation problem into a
probabilistic framework and solve the problem in a
principled way.
Note that the similarity between two entities can be

interpreted as the probability of the two entities being
similar. All the similarities defined in Eqs. (4)–(11) are
in the range of [0, 1], and can readily be used to estimate
the probabilities. Let x ∼ y and x ≈ y denote that x
matches y based on the first-order (region feature) and

second-order (spatial relationship) constraints respec-
tively. We therefore have:

P(ri ∼ r ′
j ) =̇ S1(ri , r

′
j ) (13)

P(ri ≈ r ′
j , rk ≈ r ′

l | ri ∼ r ′
j , rk ∼ r ′

l )

=̇ S2(ri , rk, r
′
j , r

′
l ) (14)

where =̇ stands for “can be estimated by”. That is, the
probability that ri matches r ′

j in terms of the first-order
constraints can be estimated by S1(ri , r ′

j ). Similarly, the
probability that ri and rk match r ′

j and r
′
l in terms of

the second-order constraints, given ri matches r ′
j and

rk matches r ′
l in term of the first-order constraints, can

be estimated by S2(ri , rk , r ′
j , r

′
l ).

It is intuitive that a region pair (ri , r ′
j ) should re-

ceive higher weight wi j in the similarity model if they
are a better matching pair. In Eq. (11), the 2nd con-
straint involves two pairs of matched regions, e.g. (ri ,
r ′
j ) and (rk , r

′
l ). Considering all of possible related

regions rk , r ′
l to (ri , r

′
j ), P(ri ∼ r ′

j , ri ≈ r ′
j ) =∑M

k=1
∑N

l=1 P(ri ∼ r ′
j , rk ∼ r ′

l , ri ≈ r ′
j , rk ≈ r ′

l ).
The P(ri ∼ r ′

j , ri ≈ r ′
j ) is the probability that region

ri matches r ′
j based on both 1st order (region features)

and 2nd order (spatial relationship) constraints. It is
therefore a good estimation for wi j . According to the
Eqs. (13) and (14), we have:

Wi j =̇ P(ri ∼ r ′
j , ri ≈ r ′

j )

=
M∑
k=1

N∑
l=1

P(ri ∼ r ′
j , rk ∼ r ′

l , ri ≈ r ′
j , rk ≈ r ′

l )

=
M∑
k=1

N∑
l=1

P(ri ≈ r ′
j , rk ≈ r ′

l | ri ∼ r ′
j , rk ∼ r ′

l )

P(ri ∼ r ′
j , rk ∼ r ′

l )

=̇
M∑
k=1

N∑
l=1

S2(ri , rk, r
′
j , r

′
l )P(ri ∼ r ′

j )P(rk ∼ r ′
l )

=̇
M∑
k=1

N∑
l=1

S2(ri , rk, r
′
j , r

′
l )S1(ri , r

′
j )S1(rk, r

′
l ) (15)

In the above derivation, we use Bayesian rule in Step 3
and the independence assumption between region pairs
(ri , r ′

j ), and (rk, r
′
l ) in Step 4.

Different objects may have different interested im-
portance in an image. To normalize the summary
of Wi j to 1 and set different user-interested weight
qi to region ri , we further define the normalized
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weight wi j as:

wi j = qi ∗ Wi j∑N
j=1Wi j

(16)

s.t.
M∑
i=1

qi = 1

In our current implementation, we experimentally ini-
tialize user-interested weight qi = 1/M (assuming
that every region is equally important in the query im-
age). Or they can be dynamically learned to adjust the
interested-importance by using relevance feedback.
Examining this new weight estimation technique,

CRM uses a principled way to estimate the weights
based on probabilities, which is more robust to in-
accurate image segmentation. Furthermore, it inte-
grates both first-order and second-order constraints and
avoids the shortcoming of the greedy algorithm used
in IRM.
The complete CRM approach is summarized as
follows:

Input: Image 1 and Image 2
Output: similarity between Image 1 and Image 2

(1) Obtain region sets R1 = {r1, r2, . . . , rM} for Im-
age 1 and R2 = {r ′

1, r
′
2, . . . , r

′
N} for Image 2 from

the image segmentation module.
(2) Extract region features of each region ri , r ′

j .

(3) Compute the 1st order constraint S1(ri , r ′
j ) and the

2nd order constraint S2(ri , rk, r ′
j , r

′
l ) via Eqs. (4)–

(11).
(4) Calculate the probabilityweightswi j based onboth

1st order and 2nd order constraints using Eqs. (15)
and (16).

(5) Calculate the total similarity S(R1, R2) between
two region sets R1, R2 using Eq. (12).

Figure 4. Two images with segmented region sets R1, R2.

Table 2. Estimated weights using CRM.

r ′
0 r ′

1 r ′
2 r ′

3 r ′
4 r ′

5

r0 0.171 0.000 0.000 0.000 0.000 0.000

r1 0.000 0.087 0.060 0.025 0.024 0.014

r2 0.000 0.035 0.040 0.070 0.037 0.012

r3 0.000 0.028 0.042 0.034 0.056 0.044

r4 0.000 0.011 0.022 0.017 0.053 0.106

3.5. Illustrations and Simulations

In this subsection, we illustrate the effectiveness of the
proposed CRM approach by using two synthetic im-
ages. Shown in Fig. 4, Image 2 is an over-segmented
version of Image 1, shifted 25% to the right and
scaled 25% down. To highlight CRM’s probabilis-
tic weight estimation framework and the second-order
constraints, we assign the same red color to all the re-
gions in the two images. Let r0 and r ′

0 represent the
white background regions in the two images, Tables 2
and 3 show the estimated weights, based on CRM and
IRM respectively. The following observations can be
made:

• Because CRM takes into account the second-order
constraints, it is much more robust to translation
and scaling changes. For example, in CRM, r1 is
well matched to both r ′

1 and r
′
2. But in IRM, r1 is

not matched to r ′
2 at all.

• Because CRM estimates the weights using a prob-
abilistic framework, it is much less likely to be
trapped into a local minimum. For example, in
CRM, even though other regions’ pose distractions,
r3 can still match well with r ′

4. However, in IRM, r3
is matched to r ′

2 instead of r
′
4 because of the local

minimum created by the background regions.

Similar results are obtained when we assign different
colors to different corresponding regions, e.g., assign
red to regions r1, r ′

1, and r
′
2, and assign yellow to

Table 3. Estimated weights using IRM.

r ′
0 r ′

1 r ′
2 r ′

3 r ′
4 r ′

5

r0 0.790 0.000 0.000 0.000 0.000 0.000

r1 0.043 0.027 0.000 0.000 0.015 0.000

r2 0.014 0.000 0.000 0.014 0.000 0.000

r3 0.000 0.000 0.032 0.000 0.019 0.000

r4 0.000 0.000 0.000 0.012 0.000 0.024
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regions r3 and r ′
4. The above simulations clearly

demonstrate the advantage of CRM over IRM due to
CRM’s principled probability weights.

4. Experiments

In the previous section, we have shown the advantages
of CRM by both theory and simulation. In this section,
we will use large-scale real-world images to examine
and compare the retrieval performance of CRM against
existing approaches.

4.1. Data Set

For all the experiments reported in this section, the
Corel image collection is used as the test data set. We
choose this data set due to the following considerations:

• It is a large-scale and heterogeneous data set. The
data set includes 17,000 images which covers a wide
variety of content from animals and plants to natural
and cultural images.

• It is professional-annotated by Corel professionals.
The whole images have been classified into 170 cat-
egories and there are 100 images in each category.

The Corel data sets have been used in other systems in
which relatively high retrieval performancehas been re-
ported (Carson, 1997; Cox, 2000; Li, 2000; Rui, 2000;
Tian, 2001 etc.). However, those systems only use pre-
selected categories with distinctive visual characteris-
tics (e.g., red cars vs. green mountains). In our experi-
ments, nopre-selection ismade in 17,000 images. Since
average users want to retrieve images based on high-
level concepts, not low-level visual features (Rodden,
2000), the ground truth we use is based on high-level
categories such as car, flower, people etc. In experi-
ments, in order to obtain an objective evaluation of the
different retrieval techniques, we use the categories to
evaluate the retrieval performance. But in practice, the
system is to enable user to guide the system to the im-
ages that are meaningful, while not being subjected to
categorization.

4.2. Queries

To fairly evaluate the retrieval performance of different
techniques, we randomly generated 400 queries in the
whole 17,000 images for each retrieval condition. For

all the experiments reported in this section, they are the
average of all the 400 query results.

4.3. Performance Measures

The most widely used performance measures for in-
formation retrieval are precision (Pr) and recall (Re)
(Salton and McGill, 1982). Pr(Sc) is defined as the
number of retrieved relevant objects over the number
of total retrieved objects, say the top 20 images. Re(Sc)
is defined as the number of retrieved relevant objects
over the total number of relevant objects in the image
collection (in the case of Corel data set, 99). In general,
Pr will decrease when Re increases. The performance
of an “ideal” system should be that the precision is
higher at the same recall value. Because of this, the
Pr(Re) curve is used to better characterize the perfor-
mance of a retrieval system.

4.4. CRM vs. Existing Approaches

Tested on a PC with PIII 1G CPU and 256 M memory,
the average time for one query is 1.66 second for IRM
and 3.61 second for CRM over 17,000 images. Table 4
compares the image retrieval results using CRM, IRM
(Li, 2000) and the global features, e.g. color histogram
(Swain, 1991) and wavelet texture (Rui, 1997). When
the top 20, 100, and 180, most similar images are re-
turned. In IRM, we use same color, shape and position
features as CRM. For the wavelet-based texture, the
original image is decomposed into the third level, re-
sulting 10 de-correlated sub-bands. For each sub-band,
we extract the standard deviation of the wavelet coef-
ficients and therefore have a texture feature vector of
length 10. The wavelet-based texture feature has been
proven to be quite effective inmodeling image features.
To better compare these approaches, we also plot

their Pr(Re) curves in Fig. 5. Based on the Table 4 and
Fig 5, the following observations can be made:

Table 4. Comparison CRMwith IRM, color histogram andwavelet
texture.

Precision Return Return Return
(percentage) top 20 top 100 top 180

CRM 17.30 9.83 6.91

IRM 15.96 8.53 6.49

Color 14.68 7.88 6.96

Texture 12.96 5.83 5.27
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Figure 5. Retrieval performance Pr (Re) comparison.

• The CRM approach performs better than the color
histogram and wavelet texture global features. This
demonstrates the effectiveness of the region-based
features because they have strong correlations with
real-world objects. Care must be taken, however,
when computing the weights. For example, IRM’s
weight estimation is not very accurate. While
it performs better than the wavelet texture fea-
ture, it is about the same as the color histogram
approach.

• CRM is more accurate in similarity model and more
robust to imperfect image segmentation than IRM.
Due to using both the 1st and 2nd order constraints
for the probabilistic weight estimation, the computa-
tional complexity of CRM is bigger than IRM. How-
ever the gain is that the CRM performs 10% better
than IRM in terms of retrieval precision.

5. Conclusion and Future Direction

In this paper, we have proposed a novel constraint-
based region matching approach to image retrieval.
This approach is based on a principled probabilistic
framework and models both first-order region proper-
ties and second-order spatial relationships. Simulations
and real-world experiments show that its retrieval per-
formance is better than a state-of-the-art technique, i.e.,
IRM.
As a general future direction, we believe local-

feature-based approach, e.g., IRM and CRM, is a sig-
nificant step towards narrowing down the semantic gap.
For our future work, we are integrating relevance feed-
back into CRM to provide users with a robust and adap-
tive retrieval experience.
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