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ABSTRACT 
Most of existing approaches on event detection in sports video are 
general audience oriented. The extracted events are then presented 
to the audience without further analysis. However, professionals, 
such as soccer coaches, are more interested in the tactics used in 
the events. In this paper, we present a novel approach to extract 
tactic information from the goal event in broadcast soccer video 
and present the goal event in a tactic mode to the coaches and 
sports professionals. We first extract goal events with far-view 
shots based on analysis and alignment of web-casting text and 
broadcast video. For a detected goal event, we employ a multi-
object detection and tracking algorithm to obtain the players and 
ball trajectories in the shot. Compared with existing work, we 
proposed an effective tactic representation called aggregate trajec-
tory which is constructed based on multiple trajectories using a 
novel analysis of temporal-spatial interaction among the players 
and the ball. The interactive relationship with play region infor-
mation and hypothesis testing for trajectory temporal-spatial dis-
tribution are exploited to analyze the tactic patterns in a hierarchi-
cal coarse-to-fine framework. The experimental results on the 
data of FIFA World Cup 2006 are promising and demonstrate our 
approach is effective. 

Categories and Subject Descriptors 
I.4.8 [Scene Analysis]: Motion, Object Recognition, Tracking. 

I.2.10 [Vision and Scene Understanding]: Video Analysis. 

General Terms 
Algorithms, Measurement, Performance, Experimentation. 

Keywords 
Event Detection, Broadcast Video, Object Tracking, Trajectory 
Analysis, Tactics Analysis. 

1. INTRODUCTION 

With the explosive growth in the amount of video data and rapid 
advance in computing power, extensive research efforts have been 
devoted to content-based video analysis. As an important genre of 
video document, sports video has attracted increasing attention in 
automatic video analysis [1]-[11] due to its wide viewership and 
tremendous commercial potential. From a common audience’s 
point of view, only the exciting portion in a sports game, which 
consists of the highlights or exciting events such as goal in soccer, 
is worthy for viewing. Therefore, the ability to access events or 
highlights from lengthy and voluminous sports video programs 
and to skip less interesting parts of the videos is of great value and 
highly demanded by the audience. Most technologies available 
for sports video analysis were focused on audience oriented event 
detection and highlight extraction [1][4]-[7][9]-[11]. 

With the extracted events, the existing approaches usually sum-
marize and present them to the audience directly without any 
further analysis. Nevertheless, from the coach and sports profes-
sional point of view, they are more interested in the tactic patterns 
used by players in the events. For example with soccer, which is a 
very popular game in the field sports, there is a great interest from 
the coach in better understanding the process and performance 
pattern of attacks or goals so that he/she is able to increase the 
performance of the team during the game and better adapt the 
training plan. To achieve this purpose, it is common nowadays for 
technical staff to employ one person to record matches and pre-
pare video sessions. For example, during the Olympic Games 
2004, the Spanish basketball team employed one person who 
analyzed and prepared three matches per day in order to obtain a 
five-minute summary to show to the players. The system used in 
this case consisted of two computers that allowed editing and 
saving important tactic situations and plays. If we apply the simi-
lar scenario for soccer games, it is obviously labor-intensive and 
time-consuming. Consequently, there exists a compelling case for 
research on automatic tactics analysis of soccer game. However, 
available related work in the literature is rather short [16][17][18]. 

In this paper, we propose a novel approach to discover the tactic 
patterns from the goal events in broadcast soccer videos based on 
the tactic clues extracted from players and ball trajectories. As the 
salient objects in soccer games, the movement of players and ball 
is the type of useful information for tactic analysis. The trajecto-
ries of players and ball, as a function of time, can contribute to 
identify the patterns of tactic scenario during the games and im-
proving the performance of players at different positions [12]. On 
the other hand, broadcast video is a post-edited video where the 
broadcast sequence feed is selected from frequent switches among 
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multiple cameras according to the broadcast director’s instruction. 
Currently, it is widely used for broadcasting of sports games. The 
analysis using broadcast sports video has the advantages of exten-
sive source and easy acquisition. 

The novelty and contribution of this paper are summarized as 
follows. 1) We exploit an effective goal event extraction method 
proposed in [7] based on the combination of analysis and align-
ment of web-casting text and broadcast soccer video. 2) A sophis-
ticated tracking strategy is applied to players and ball detection 
and tracking with the integration of particle filter and support 
vector machine. 3) A novel tactic representation called aggregate 
trajectory is proposed, which is constructed based on the multiple 
trajectories according to the analysis of temporal and spatial in-
teraction of players and ball. 4) We propose a hierarchical coarse-
to-fine framework to identify the tactic strategies of goal attacks 
including route patterns and interaction patterns. The inference 
using play region, the parsing by temporal-spatial objects interac-
tion and the hypothesis testing for distribution of aggregate trajec-
tory are employed in the analysis, respectively. 5) Compared with 
existing work [16][17][18], our approach is implemented on 
broadcast video, which is more widely used in real applications. 

The rest of the paper is organized as follows. Section 2 reviews 
related work. Section 4 presents the approaches of goal event 
extraction using the multimodal method with web-casting text 
analysis and game time recognition. In section 5 we introduce the 
method to construct tactic representation and extract tactic infor-
mation from goal event in broadcast soccer video. Section 6 de-
scribes the detail of analysis and presentation of tactic patterns for 
soccer game based on extracted tactic information. Experiments 
are reported and analyzed in section 8. Finally, we conclude the 
paper with future work in section 9. 

2. RELATED WORK 
2.1 Soccer Video Analysis 
Extensive research efforts have been devoted to soccer video 
analysis. The existing approaches can be reviewed according to 
three hierarchical layers for the current research routine which are 
low-level, mid-level, and high-level analysis respectively. 

Low-level processing based analysis: Low-level features can be 
extracted from different modalities (e.g. audio and visual) in the 
video and can be used separately or combinatorially. For example, 
visual features including dominant color ratio, shot boundary, and 
aspect ratio of referee region were employed to accomplish vari-
ous events detection and summarization for soccer games [2]. In 
[3], a salient feature set selected from compressed domain, domi-
nant color ratio and motion intensity was employed for structure 
analysis of broadcast soccer video. However, it is difficult to 
robustly and accurately detect events using low-level features 
only due to the semantic gap between low-level features and high-
level concepts. 

Mid-level representation based analysis: Generic low-level fea-
tures only deal with representing perceived content, but not with 
semantics. To bridge the semantic gap between low-level features 
and high-level concepts, one possible solution is to introduce a 
middle level representation. In [10], the definition of mid-level 
representation was introduced in the framework of event detection 
for soccer video. Various approaches have been proposed from 
the aspects of visual [10], audio [11] and text [6][7], respectively. 

High-level analysis based on multimodality: The integrated use of 
various information sources is the trend in high-level analysis of 
soccer video. With the enhancement of more information avail-
able, the result of video semantic analysis will be improved. Two 
categories can be differentiated for high-level analysis: rule-based 
and model-based. For example, heuristic rules were exploited to 
detect the goal event [2]. Beyond heuristic rules, statistic models 
are frequently used for multimodal analysis, e.g. hidden Markov 
model [3], finite state machine [5], and support vector machine 
[10]. Different from semantic analysis, affective content under-
standing of semantic events brings another dimension to content-
based soccer video browsing [9]. 

2.2 Tactics Analysis for Sports Game 
Tactics analysis aims understanding the tactics that the teams or 
individual players have used in the games. Coaches and players 
are interested in such results for improving their performance in 
later games, and sports professionals are interested in such results 
for enjoying sports video with additional statistical information. 

Most existing approaches for tactics analysis are focused on ten-
nis sports because its game field is relatively small and the num-
ber of players is small. The main techniques employed are track-
ing the trajectories of the players and ball with the assistance of 
domain knowledge [13]-[15] and recognizing the actions of the 
players [8]. Sudhir et al. [13] exploited the domain knowledge of 
tennis video to develop a court line detection algorithm and a 
player tracking algorithm to identify tactics-related events. In [14], 
the authors attempted to classify tennis games into 58 winning 
patterns for training purpose based on tracking ball movement 
from broadcast video.  In [15], Wang et al. presented a novel 
approach for tennis video indexing by mining the salient technical 
patterns in the match process. Unlike trajectory-based algorithm, 
a novel action-driven tactics analysis approach is proposed in [8] 
for tennis game which is able to discover the insight of the stroke 
performance of the players. 

Few works [16][17][18] attempted to perform tactics analysis for 
soccer games. In earlier work [16], the players’ positions were 
estimated from the soccer game image sequence which was cap-
tured by multiple static cameras system, and then were trans-
formed to real soccer field space using camera calibration tech-
nique. By introducing the notion of minimum moving time pattern 
and dominant region of a player, the strategic ability of soccer 
team was evaluated. In [17], a study was presented on the discov-
ery of meaningful pass patterns and sequences from time-series 
soccer record data. An evaluation model was proposed in [18] to 
quantitatively express the performance of soccer players, using as 
input the relationships between the trajectories of 22 players and a 
ball and having as output the performance evaluation of several 
players in a quantitative way. However, the existing work was 
based on the human-labeled [17] and computer-simulated [18] 
trajectory data which has strong limitation and less challenge for 
object tracking and pattern discovery using broadcast video. 

3. OUR APPROACH 
Existing approaches for soccer video analysis were mostly for 
event-driven indexing of video content, which cannot provide 
detailed tactic information used in the game. Little work on tactics 
analysis used non-broadcast video [17][18] and had to make the 
camera calibration [16], which cannot be adapted to wide applica-



tions. Here, we propose a novel tactic analysis approach for the 
goal event in broadcast soccer game. 
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Figure 1 illustrates the flowchart of our approach. 1) Using the 
multimodal method with web-casting text analysis and game time 
recognition, we accurately detect the goal events and extract the 
far-view shots in the broadcast soccer video. Far-view shots pre-
sent the entire process of goal event and are easily used for the 
following object detection and tracking. 2) As the fundamental 
tactic information extraction, multi-object detection and tracking 
is employed to obtain the players and ball trajectories in the goal 
events. Mosaic trajectories are computed using global motion 
estimation based on the positions of players and ball tracked in 
the frames. 3) For a goal event, two tactic representations are 
constructed including aggregate trajectory and play region which 
are based on temporal-spatial interaction among the players and 
ball and field region viewing by the camera. 4) Tactic analysis for 
the goal event is achieved by recognizing strategic patterns com-
posed of route pattern and interaction pattern. The play regions 
are used to deduce the route pattern, e.g. side-attack, center-attack. 

Interaction pattern recognition is formatted into a hierarchical 
coarse-to-fine scheme based on aggregate trajectory. At the coarse 
level, the goals are classified into cooperative pattern which the 
goal is scored by multiple players via ball passing, and individual 
pattern which the goal is scored by only one player. The two 
coarse patterns are then classified into four elaborated scenarios: 
unhindered-attack and interceptive-attack for cooperative pattern, 
direct-attack and dribbling-attack for individual pattern. The de-
tailed description of four tactic patterns is listed in Table 1. 5) The 
classified patterns of goal events are finally presented to the pro-
fessional users in a tactic context mode. 

4. GOAL EVENT EXTRACTION 
Existing methods for event detection in broadcast sports video are 
mostly based on audio/visual/textual features directly extracted 
from video content itself [1][5][6][9]-[11]. Due to the semantic 
gap between low-level features and high-level events, it is diffi-
cult to use these methods to identify the event semantics, detect 
exact event boundaries and perform robustly for various broadcast 
data resulting in ideal extraction accuracy. Contrast with detection 
based on video only, external text were used for sports video 
analysis [6][7]. Here, we adopt an effective detection method to 
extract the goal events from broadcast soccer video by combining 
analysis and alignment of web-casting text and video content [7], 
which has the advantage of high effectiveness and accuracy. 

4.1 Web-Casting Text Analysis 
The web-casting text [19] serves as text broadcasting for sports 
games. As shown in Figure 2, the text describes the event hap-
pened in a game with a time stamp and brief description such as 
type and development of event, etc., which are very difficult to be 
obtained directly from the video using previous approaches. 

 17:43 Lilian Thuram Clear
 17:48 Fabio Grosso Throw In -Attacking
 18:11 Andrea Pirlo Corner Kick -Outswinger -Shot
 18:42 Marco Materazzi Shot On Goal -Normal -Goal
 18:42 Marco Materazzi Goal - Headed in
 18:54 Andrea Pirlo Assist -Cross
 19:37 Zinedine Zidane Foul -Free Kick

 
To detect events from web-casting text, we first observe from our 
database that each type of the sports event features one or several 
unique nouns, which are defined as keywords related to this event. 
This is because the web-casting text is tagged by sports profes-
sionals and has fixed structures. Hence by detecting these key-
words, the relevant event can be recognized. To extract goal event, 
we define two sets of keywords for well-structured web text and 
free-style web text, respectively, as shown in Table 2. 

 
Event Keyword 

Goal (well-structured) goal, scored 

Goal (free-style) g-o-a-l or goal or equalize - kick 

 
Once proper keywords are defined, a goal event can be detected 
by finding the sentences that contain the relevant keywords and 
analyzing context information before and after the keywords. A 
simple keyword based text search technique is enough for this 

Table 2. Keyword definition for goal event 

Table 1. Description of four interaction patterns 

Figure 2. Example for web-casting text. 

Figure 1. Flow diagram of tactics analysis for the goal event
in broadcast soccer game. 



work. Exampling with the text shown in Figure 2, we can detect a 
goal event happed at the game time of 18:42. 

4.2 Game Time Recognition 
In many broadcast videos of soccer game, a video clock is used to 
indicate the game lapsed time. Since the time stamp in the text 
event is associated with the game time, knowing the clock time 
will help us to locate the event moment in the video. Referring to 
the event moment, the event boundary can be detected. 

Digital clock

Video overlay

 
As shown in Figure 3, the digital clock is overlaid on the video 
with other texts such as the team names and the scores. We ex-
ploit a novel approach to read the video clock by recognizing the 
clock digits using a few techniques related to the transition pat-
terns of the clock [20]. Compared with the traditional methods, 
this approach is able to achieve the real time performance and the 
result is more reliable. Temporal neighboring pattern similarity 
(TNPS) is used as the most critical feature. If TNPS pattern 
change is in the time-changing regulation, the character is consid-
ered as a clock digit character. After the clock digits are located, 
we observe the TEN-SECOND digit pattern change using the 
TNPS to automatically obtain the pattern templates of digit “0” to 
“9”. Since the extracted digits may vary along time due to the low 
quality of the video, we extract a few templates for the same digit 
character. For every frame, each clock digit is matched against the 
templates and recognized with a best match. The detail of game 
time recognition can be found in [20]. 

4.3 Video/Text Alignment 
After knowing the game time, we can detect the event moment in 
the video by linking the time stamp in the text event to the game 
time in the video. In order to extract the entire event from the 
video, we use video structure analysis and finite state machine 
(FSM) to detect the event boundaries. 

Based on the detected event moment in the video, we define a 
temporal range containing the event moment and detect event 
boundary within this range. The basic idea is first to locate the 
clusters of successive gradual shot transitions in the video as can-
didate segment boundaries for significant game moments and then 
decide the accurate event boundaries using finite state machine. In 
the approach, the mean absolute differences (MAD) of successive 
frame gray level pixels are computed as the features of abrupt 
shot changes as well as the multiple pair-wise MAD is used for 
gradual shot change. With the obtained shot boundary, shot classi-
fication is conducted using a majority voting of frame view types 
identified within a single shot to generate a classification se-
quence S as 
 { }| , , , 1, ,i i i i iS S S sbt st ebt i N= =< > = K  (1) 
where sbti∈{cut, dissolve} is the start boundary type, sti∈{far-
view, non-far-view} is the shot type, ebti∈{cut, dissolve} is the 

end boundary type, and N is the total number of shots. The view 
type is identified using the dominant field color, which the field 
color is dominant in far-view and is not dominant in non-far-view 
contrastively. Once the shot classification sequence S is generated, 
finite sate machine is employed to detect the event boundaries. 
FSM has been proved to be robust in modeling temporal transition 
patterns and has the advantage of without training process. More 
detail of event boundary detection can be further consulted in [7]. 

5. TACTIC INFORMATION EXTRACTION 
AND REPRESENTATION 
Similar with semantic analysis in which the semantic representa-
tion is constructed from video content, we need to extract proper 
clues from video and construct an effective representation to dis-
cover the deep insight of the soccer game in the tactic context. As 
the team sports, the tactics used in the soccer game is character-
ized by the behavior of individual player (e.g. positions of the 
player in the field) and the interactions among players and ball 
(e.g. ball passing from one player to other player). The trajecto-
ries of players and ball can right reflect such characterization, in 
which we can locate players and analyze their mutual relationship. 
Based on extracted multiple trajectories, we construct the novel 
tactic representations including aggregate trajectory and play 
region for the soccer game in broadcast video. 

5.1 Multi-Object Trajectories Acquisition 
5.1.1 Player Detection and Tracking 
The acquisition of players’ trajectories in the far-view shots is 
achieved by object detection and tracking algorithm proposed in 
[21]. The flowchart is shown in Figure 4. Playfield detection is 
first performed using Gaussian mixture color models with the 
evidence that the playfield pixels are the dominant components in 
most of the frames. The regions inside the extracted field are con-
sidered as the player candidates. Then, recognition module based 
on support vector classification (SVC) is employed to eliminate 
the non-player candidates. For each of selected player regions, if 
it is identified as a new appeared player, a tracker is assigned. A 
filtering based tracker called support vector regression (SVR) 
particle filter keeps tracking player in the frames. After each 
tracking interaction, the player disappearance module using SVC 
recognition model evaluates whether the current tracked player 
leaves the scene. If it does, the corresponding tracker is released. 
During the tracking process, the color histogram of target region 
is employed to identify the team affiliation of tracked player. 
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sequence

GMM based 
playfield detection

SVC based player 
region recognition

new player 
appeared?

SVR particle filter 
based player tracking

Y
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player 
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For the tracking algorithm based on particle filter, the key points 
are the likelihood computation of the different hypothesis obser-

Figure 4. Diagram of player detection and tracking. 

Figure 3. Overlaid video clock. 



vations and the high computational intensity with large number of 
samples. SVR particle filter integrates support vector regression 
into sequential Monte Carlo framework to solve these problems 
and has been demonstrated to be effective [21]. 

5.1.2 Ball Detection and Tracking 
The challenges associated with ball detection and tracking can be 
attributed to the following factors: 1) the ball’s attributes (color, 
shape, size and velocity etc.) change over frame, 2) the ball be-
comes a long blurred strip when it moves fast, 3) the ball is some-
times occluded by players, merged with lines, or hidden in the 
auditorium, and 4) many other objects are similar to the ball. 

To solve the above-mentioned challenges, a new method is pro-
posed by enhancing our previous work [22]. Figure 5 illustrates 
the diagram of our method. It is composed of two alternate proce-
dures including detection and tracking. For ball detection, color, 
shape and size information are first used to extract candidate re-
gions in each frame. Then, a weighted graph is constructed with 
each node representing a candidate and each edge linking two 
candidates in the adjacent frames. Viterbi algorithm is applied to 
extract the optimal path which is the most likely to be ball path 
and locations. Such method can enhance the robustness of ball 
detection because it holds multiple hypotheses of ball locations. 
Once the ball is detected, the tracking procedure based on SVR 
particle filter is started. In each frame, ball location is verified to 
update the template to check whether the ball is lost. If the ball is 
lost, the detection procedure runs again. 
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5.2 Aggregate Trajectory Computation 
In previous approaches, the tactic clues were extracted from the 
trajectories labeled by human and computer simulation. These 
kinds of data are the locations of the players in the real soccer 
field with the result that interaction analysis can be easily con-
ducted to reflect the cooperation among the players. However, 
broadcast video normally comprises frequent camera motions in 
the sequence leading to more challenges for interaction analysis. 
The objective of aggregate trajectory computation is to construct 
a compact representation in the tactic context for the broadcast 
soccer video using mosaic technique and temporal-spatial analysis. 

5.2.1 Mosaic Trajectory Computation 
Mosaic trajectories are the transform of the original ones being 
warped into a common coordinate system with the result of elimi-
nation of camera motions based on global motion estimation. 

Global motion estimation (GME) [23] is used to establish the 
mapping relationship between the spatial coordinates in two suc-

cessive frames. Using homogeneous representation, ( , , )Tx y w=x  
represents a point ( / , / )Tx w y w  in Euclidean R2 space. Given two 
points xt and xt-1, where xt denotes the coordinate in frame t and 
xt-1 denotes the corresponding coordinate in frame t-1, the map-
ping between xt and xt-1 is represented as 
 1 , 1t t t t− −= ⋅x H x  (2) 
where Ht,t-1 is the mapping matrix from frame t to frame t-1 ob-
tained by global motion estimation. 

Given the video sequence of a goal event 1{ , , }nV f f= K  where fi 
is the ith frame and n is the total number of the frames, one trajec-
tory in the goal event is 1{ , , }nT p p= K  where pi is the position of 
the object located in frame fi. Considering Eq. (2) and temporal 
relation of the frames, we can therefore warp each pi into the uni-
form coordinate of frame f1 as following: 
 , 12

i
i t t it −=
= ⋅∏p H p%  (3) 

where ip%  is the mapping position of ip , both of which are repre-
sented in homogenous coordinate for ip . Consequently, all the 
trajectories in the goal event are warped into the coordinate space 
of frame f1 which is essentially a common coordinate system. 

Once the mosaic trajectories are computed, the motion in broad-
cast video caused by camera behavior can be treated as being 
removed. The mosaic trajectories correspond to the loci of the 
players and ball captured by a static camera. 

5.2.2 Temporal and Spatial Interaction Analysis 
The insight of aggregate trajectory is to capture the interaction 
relationship among players and ball in a compact representation. 
Ball trajectory is the major consideration in the analysis because 
all the tactic strategies in the soccer game will be finally con-
ducted on the ball. The most important interactions among the 
players and ball are ball-passing and ball-dribbling. Our temporal-
spatial interaction analysis is to select the segments of passing 
(which correspond to the ball trajectories) and dribbling (which 
correspond to the dribbling-player trajectories) from the mosaic 
trajectories and then concatenate the selected segments into a new 
locus representation called aggregate trajectory. 

Local temporal-spatial analysis is carried out on the segmented 
temporal intervals of the whole goal event. In each temporal in-
terval, the inclusive trajectory segments of players are employed 
as well as the ball trajectory. Figure 6 shows the flowchart of 
aggregate trajectory generation based on interaction analysis in 
terms of temporal and spatial aspects. 

Let us denote the set of mosaic trajectories for a given goal event 
is 

1
{ ( ), ( ), , ( )}

nb p pMT l t l t l t= K where ( )bl t is the trajectory of ball 
and ( )

ipl t  is the one of the ith player, t represents that each ele-
ment is the time-series data. For each trajectory ( )l t  in MT, Gaus-
sian filter is first applied to eliminate the noise in the trajectory. 
Then, the trajectories are uniformly partitioned into the segments 
according to the equal temporal interval τ (e.g. 2sτ = ). As 
shown in Figure 7, the distance between the dribbling-player and 
ball is nearer in a temporal interval of the process of ball-
dribbling. Moreover, the shape of trajectories of player and ball is 
similar because the player and ball are followed the similar route 
on the field in this interval. Otherwise, such observation does not 

Figure 5. Diagram of ball detection and tracking. 



guarantee under the condition that the player passed the ball or 
the player uncontrolled the ball. 
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For temporal interval i , we define two similarity measures , j

i
b pD  

and , j

i
b pH  for the trajectory segments of the ball and the jth player 

in terms of distance and shape respectively, 1 j n≤ ≤  where n is 
the number of objects. Given 1{ , , }i

b ml = u uK  and 1{ , ,
j

i
pl = v K  

}mv  where u and v represent the object position in the trajectory, 

, j

i
b pD  is defined as 

 , 1

1exp || ||
j

mi
b p k kk

D
m =

⎧ ⎫= − −⎨ ⎬
⎩ ⎭

∑ u v  (4) 

where || ||−u v  is the Euclidean distance for u and v in R2 space. 

, j

i
b pH is computed on the spatial curvature of 2-D curve given by 

 2 2 3 2

'( ) ''( ) '( ) ''( )( )
[ '( ) '( ) ]

x k y k y k x kc k
x k y k
⋅ − ⋅

=
+

 (5) 

where x and y are the X- and Y-axes projections of the point k in 
the trajectory, 'x , ''x , 'y , and ''y  are the first- and second-order 
derivatives of x  and y  by t , respectively.  According to Eq. (5), 
we can calculate the curvature sequences { , , }i

b i mc a a= K  and 
j

i
pc  

1{ , , }mb b= K  for i
bl  and 

j

i
pl . The , j

i
b pH is then computed as 

 , 1

1exp | |
j

mi
b p k kk

H a b
m =

⎧ ⎫= − −⎨ ⎬
⎩ ⎭

∑  (6) 

where | |x  means the absolute value of x . 

Using , j

i
b pD  and , j

i
b pH , we define the similarity metric , j

i
b pF  as 

 , , ,j j j

i i i
b p b p b pF D H= ⋅  (7) 

and obtain the 
*, j

i
b pF
)

 which is the maximum of all the , j

i
b pF , 

1 j n≤ ≤ . If 
*, j

i
b pF thres≥
)

 where thres  is the predefined thresh-

old, the j*th player is identified as being dribbling the ball and the 
trajectory segment 

*j

i
pl is selected as the segment of aggregate 

trajectory in the temporal interval i. Otherwise, the ball trajectory 
segment i

bl  is selected. The thres is empirically set to be 0.23. 

With all the selected trajectory segments, the aggregate trajectory 
is generated by concatenating the segments according to the order 
of corresponding temporal indexes. Note that if the aggregate 
trajectory is ended by the ball trajectory, we ignore this last ball 
trajectory and delete it from aggregate trajectory. This is because 
the last ball trajectory represents the locus of the ball conducted 
by the attacker with shot-on-goal action. It is different from the 
ball trajectory segment which has both the sender and receiver. It 
only has the sender which therefore does not reflect the interac-
tion relationship among the players. Figure 8 shows an example 
of aggregate trajectory. 

(a) (b)

 o   ball trajectory
 *   player trajectory of team 1
 *   player trajectory of team 2

 

5.3 Play Region Identification 
Play region is one of the crucial factors for attack pattern identifi-
cation. In our implementation [24], the field is divided into 15 
areas as shown in Figure 9(a). Symmetrical regions in the field 
are given the same labels resulting in six labels in Figure 9(b). 

We extract following three features for the identification. 1) Field 
line location which is represented in polar coordinates ( , )i iρ θ  

1, ,i N= K where iρ  and iθ  are the ith radial and angular coordi-
nates respectively and N is the total number of lines. 2) Goal-
mouth location which is represented by the central point ( , )g gx y  
where xg and yg are the X- and Y-axes coordinates. 3) Central cir-

Figure 8. Aggregate trajectory generation. (a) Mosaic trajec-
tories of players and ball in a goal event, (b) Aggregate tra-
jectory generated by temporal-spatial interaction analysis. 

Input: mosaic trajectories 
1

{ ( ), ( ), , ( )}
nb p pMT l t l t l t= K  

Output: aggregate trajectory AT 

 

1. Smooth each trajectory in MT using Gaussian filter. 

2. Partition all the trajectories into k subsets 1{ , , }kSMT S S= K  according 

to uniformly temporal interval τ, where
1

{ ( ), ( ), , ( )}
n

i i i
i b p pS l t l t l t= K , # ( )il t  

is the ith trajectory segment of # ( )l t  in MT. 

3. Using similarity metrics of distance and shape between each player and 
ball trajectories to select the segments involved in AT in each temporal in-
terval. 
3.1. Initialize 1i = . 

3.2. For iS , evaluating similarity metric , , ,j j j

i i i
b p b p b pF D H= ⋅ , where 

, j

i
b pD and , j

i
b pH , 1≤j≤n, are the similarity measures computed on 

( )i
bl t  and ( )

j

i
pl t  in terms of distance and shape using Euclidean 

measurement. 

3.3. Select , j

i
b pF

∗

)
which is the maximum of , j

i
b pF , 1≤j≤n. If , j

i
b pF thres

∗
≥

)
, 

the j*th player is identified as ball-dribbling, 
*
( )

j

i
pl t  is selected as 

the segment of AT in the interval i. Else, the ball is identified to be 
passing and ( )i

bl t  is selected as the segment of AT in the interval i. 

3.4 If i k< , 1i i= +  and goto 3.2. Else goto 4. 
4. Concatenate all the selected segments by the temporal index i to generate 

the AT. 

Figure 7. Trajectories of player and ball for ball-dribbling.

Figure 6. Flowchart of aggregate trajectory generation. 



cle location which is represented by the central point ( , )e ex y  
where ex and ey  are the X- and Y-axes coordinates. 
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To detect the play region, we employ a competition network (CN) 
using the three shape features described above. The CN consists 
of 15 dependent classifier nodes, each node representing one area 
of the field. The 15 nodes compete among each other, and the 
accumulated winning node is identified as the play region. The 
input of the CN is the individual frames in the goal event. The 
operation manner of CN is shown in the Figure 10. The input of 
the identification method is the video sequence and the output is 
the labeled sequence of the play regions. 

6. TACTIC PATTERN ANALYSIS 
The significant contribution of our tactic analysis approach is that 
the tactic scenarios are categorized into two independent groups: 
route pattern and interaction pattern. Route pattern describes the 
attack routine implemented by the players and ball to achieve a 
goal, while interaction pattern represents the interactive relation-
ship among the players to complete a goal attack. Using the tactic 
representation including play region and aggregate trajectory, we 
conduct the tactic pattern analysis. 

6.1 Route Pattern Recognition 
Route pattern recognition is achieved by the inference using play 
regions identified from the video sequence of the goal event. The 
pattern categories consist of side attack and center attack. 

Given fi which is the ith frame in the video sequence V of the goal 
event G, the corresponding play region is ri. The vote that fi con-
tributes to G for the pattern classification is defined as 

 
 1     if Re ( ) side-attack

( )
1     if Re ( ) center-attack

i
i

i

g r
Vote f

g r
=⎧

= ⎨− =⎩
 (8) 

where Re ( )g •  is the function for the pattern classification for a 
play region based on region label shown in Figure 9(b) 

 
side-attack         if 1,3,5

Re ( )
center-attack      if 2,4,6

i
i

i

r
g r

r
=⎧

= ⎨ =⎩
 (9) 

The final route pattern RP  of the goal event G  is determined as 

 
side-attack         if ( ) 0

( )
center-attack      if ( ) 0

i

i

if V

if V

Vote f
RP G

Vote f
∈

∈

⎧ ≥⎪= ⎨
<⎪⎩

∑
∑

 (10) 

Because there are two pattern categories, the equal sign is just 
assigned for the side attack so as to avoid the occurrence of mar-
ginal classification because there are more side attacks than center 
attacks in the soccer game by our observation. 

6.2 Interaction Pattern Recognition 
To more effectively capture the insight of a goal attack, the inter-
action pattern recognition is hierarchized into a coarse-to-fine 
structure. As shown in Figure 1, two coarse categories are first 
classified and four patterns are then identified elaborately. 

6.2.1 Coarse Analysis for Pattern Recognition 
At coarse step, the interaction patterns are first classified into two 
categories including cooperative pattern and individual pattern. 
The cooperative pattern is defined as the scenario in the goal 
event which the goal is scored by multiple players via ball passing, 
and the individual pattern is defined as the scenario which the 
goal is scored by only one player. The recognition is conducted 
on the aggregate trajectory of the goal event. 

Given the aggregate trajectory 1{ , , }nAT s s= K  computed for the 
goal event G  where is  is the trajectory segment, we can define 
the criteria coarseC  for the coarse classification as 

 
1

( ) ( )n
coarse ii

C G ball s
=

= ∑  (11) 

where function ( )ball •  is defined as 

 
1     if  is the segment of ball trajectory

( )
0    if  is not the segment of ball trajectory

x
ball x

x
⎧

= ⎨
⎩

 (12) 

Consequently, we can classify the interaction pattern of the goal 
event at the coarse level as following. 

 
cooperative-attack     if ( ) 0

( )
individual-attack        if ( ) 0

coarse
Coarse

coarse

C G
IP G

C G
>⎧

= ⎨ =⎩
 (13) 

6.2.2 Fine Analysis for Pattern Recognition 
More elaborated interaction patterns are discovered at the fine 
level for cooperative attack and individual attack. The definitions 
of the fine patterns to be recognized are listed in Table 1. 

Input: video sequence of goal event V  
Output: label sequence of play region #j  

 

1. At frame t , extract every field line , ,( , )t i t iρ θ  together with the goal-

mouth , ,( , )t g t gx y  and central circle , ,( , )t e t ex y  to form the feature vector 

, , , , , ,( ) ( , , , , , )T
i t i t i t g t g t e t et x y x yρ θ=v  where 1, ,i N= K , N is the number 

of detected lines. 

2. The response of each node in CN is calculated as 
1

( ) N
j j ii

r t
=

= ⋅∑ w v , 

where 1 6( , , )j j jw w=w K  is the weight vector associated with the jth 

node for 15 regions, 1, ,15j = K . The set of wining nodes at frame t  is 
15

1{ *( )} arg max { ( )}j j jj t r t == . 

3. The accumulated response is computed by ( ) ( 1) ( )j j jR t R t r t= − + −  

( , *( ))Dist j j tα β⋅ − , where ( )jR t  is the accumulated response of 

node j , α  is the scaling positive constant, β  is the attenuation con-
stant, and ( , *( ))Dist j j t  is the Euclidean distance between node j  to 
the nearest instantaneous wining node within the list { *( )}j t . 

4. The final output of CN at frame t  is the node #( )j t  with the maximal 

accumulated response 15
1#( ) arg max { ( )}j j jj t R t == . 

Figure 10. Play region identification using competition net-
work. 

Figure 9. Play region model. (a) 15 areas, (b) 6 labels. 



6.2.2.1 Recognition for Cooperative Attack 
For cooperative attack, we categorize the patterns into unhin-
dered-attack and interceptive-attack according that whether there 
is ball-interception during the process of goal attack. Given the 
aggregate trajectory AT  of a cooperative attack classified at the 
coarse step, the subset 1{ , , }mSAT sp sp= K  of AT  was extracted 
which only consists of player trajectories where spi is the trajec-
tory segments. The elaborated criteria for cooperative attack rec-
ognition at the fine step is defined as 
 _ 12

( ) {1 [ ( ) ( )]}m
fine c i ii

C G player sp player spδ −=
= − −∑  (14) 

where δ  is the Kronecker delta function, ( )player x  is the func-
tion to identify the team affiliation (team 1 or team 2) for segment 
x . Therefore, we can finely classify the cooperative attack as 

 _
_

_

unhindered-attack      if ( ) 0
( )

interceptive-attack     if ( ) 0
fine c

fine c
fine c

C G
IP G

C G

=⎧⎪= ⎨ >⎪⎩
 (15) 

6.2.2.2 Recognition for Individual Attack 
For individual attack, direct-attack and dribbling-attack are dis-
covered in terms of the ball-dribbling occurrence in the attack 
process. Direct-attack pattern mainly corresponds to the penalty 
kick, while dribble-attack corresponds to the goal with ball-
dribbling. To differentiate two patterns, hypothesis testing is con-
ducted on the spatial distribution of aggregate trajectory. 

(a ) (b )

(c ) (d )

 
By the observation as shown in Figure 11(a) and (c), the spatial 
positions of the trajectory of direct-attack subject to a line distri-
bution compared with dribbling-attack. This observation is further 
verified by projecting trajectory into the 2D space as shown in 
Figure 11(b) and (d). Such evidence is easily demonstrated by the 
process of two patterns in real game. For penalty kick, the player 
usually runs a short distance directly to the ball and shot-on-goal 
with the result that the trajectory in the spatial space is approxi-
mately a line. However, the player has to dribble the ball to avoid 
the interception from the defensive players leading to a flexuous 
trajectory for dribbling-attack. Our hypothesis testing based ap-
proach classifies the two patterns. 

Given the aggregate trajectory 1{ , , }nAT s s= K , we perform the 
accumulative error test to determine whether the spatial distribu-
tion of AT is similar to a line. Therefore, we have two hypotheses: 

 0

1

: ( , | , ) 0
: ( , | , ) 0

H f X Y k c
H f X Y k c

=

≠
 (16) 

where 1{ , , }nX x x= K  and 1{ , , }nY y y= K  are the set of X- and Y-
axes projections of the points in the trajectory which ( , )i i is x y= , 
k and c are the parameters for the fitting line of the underlying 
trajectory data. We first use the least square method [25] to esti-
mate the fitting line function ( | , )y L x k c= . Then, the average 
accumulative error (AE) for the given AT is calculated as 
 

1
[ ( | , )]n

i ii
AE y L x k c n

=
= −∑  (17) 

According to Eq. (17), AE is larger when X and Y are not fitting to 
a line distribution. Thus, we can classify the individual attack as 

 _

direct-attack          if 
( )

dribbling-attack     if fine i

AE thres
IP G

AE thres
≤⎧

= ⎨ >⎩
 (18) 

where thres is the predefined error threshold which is set to be 5 
empirically in the experiments. 

7. TACTIC MODE PRESENTATION 
With the analyzed results, two problems are considered for tactic 
pattern presentation which are 1) the presentation should be pro-
vided clearly and concisely so that the viewers can easily know 
about the tactic strategies used in the game, 2) the presentation 
should provide essentially usable information so that the profes-
sionals can make further strategy analysis according to the per-
sonalized requirement. 

The following information extracted from our analysis approach 
is selected for the presentation in the tactic mode. 

 Time stamp for goal occurrence which is obtained from the 
web-casting text analysis. 

 Team labels in terms of offensive and defensive which is ana-
lyzed from web-casting text. 

 Trajectories of ball, offensive player and defensive player 
respectively which are extracted by multiple objects detection 
and tracking. 

 Route pattern (side- or center-) which is recognized by route 
pattern recognition. 

 Interaction pattern (two categories at coarse and fine levels 
respectively) classified by interaction pattern recognition. 

The basic principle of information selection is to present compre-
hensive summary for the game in the tactic context. 

8. EXPERIMENTAL RESULTS 
To demonstrate the effectiveness of the proposed approach, we 
carried out the experiments on the video data of FIFA World Cup 
2006. The test videos including all the 64 matches were recorded 
from live broadcast television program and compressed in MPEG-
2 Video standard with the frame resolution of 704×576. The goal 
events involved in the video data consist of nearly all the tactic 
strategies which are adopted in nowadays soccer games. The 
goals were automatically extracted from the videos using the 
event detection method based on analysis and alignment of web-
casting text and broadcast video. All the 168 goal events were 
extracted from the videos. Compared with manually labeled 
ground truth, our approach achieved 92% accuracy for the event 
boundary detection evaluated by the BDA metric proposed in [7]. 

Figure 11. Spatial distribution of aggregate trajectory. (a) 
and (c) are the 3D distribution of AT of direct-attack and 
dribbling-attack respectively, (b) and (d) are the corre-
sponding 2D projected distribution. 



All the 168 goals were applied to the experiments. Before con-
ducting the automatic analysis, we invited three soccer profes-
sionals who are well familiar with the soccer tactics to annotate 
the tactic patterns for all the goals by voting scheme. The manual 
annotation was adopted as the ground truth for the comparison 
with the result of automatic analysis. Table 3 shows the result of 
manual annotation. 

 
Tactic Pattern Number 

side-attack 96 Route 
Pattern center-attack 72 

unhindered-attack 95 cooperative 
attack interceptive-attack 16 

direct-attack 41 
Interaction 

Pattern 
individual 

attack dribbling-attack 16 

 

8.1 Route Pattern Recognition Results 
Using the proposed route pattern recognition, we classified 168 
goals into two clusters. We calculated Recall (R) and Precision (P) 
to quantitatively evaluate the performance, which are defined as 
 ( )c c mR n n n= +  (19) 
 ( )c c fP n n n= +  (20) 
where for each pattern, nc is the number of goals correctly recog-
nized, nm is the number of missed goals, and nf is the number of 
goals false-alarmed. Table 4 shows the analysis results. 

 
Pattern nc nm nf R (%) P (%) 

side-attack 82 14 11 85.4 88.2 

center-attack 61 11 14 84.7 81.3 

 
It can be seen that the results for proposed approach are satisfac-
tory. The false classifications are mainly due to the low detection 
accuracy for field area 3 and 4 (Figure 9(b)) because there are not 
enough field lines, goalmouth or central circle in these areas. This 
lack of distinct information thus results in poor accuracy. 

8.2 Interaction Pattern Recognition Results 
The interaction pattern recognition performance is evaluated us-
ing all the goals. Multiple trajectories of players and ball were 
extracted to construct the aggregate trajectory. The coarse and 
fine criteria were computed according to Eq. (13), (15), and (18). 
The metrics R and P defined in Eq. (19) and (20) were used to 
evaluate the performance. The results for the classification of four 
tactic patterns are listed in Table 5. 

 
Pattern nc nm nf R (%) P (%) 

unhindered-attack 81 14 12 85.3 87.1 

interceptive-attack 11 5 3 68.8 78.6 

direct-attack 33 8 6 80.5 84.6 

dribbling-attack 13 3 8 81.3 61.9 

It is observed from Table 5 that the performance of our tactic 
analysis approach is promising. The key issues affecting the re-
sults can be summarized in three ways. 1) Robustness of multiple 
objects detection and tracking: As noted in the previous section, 
multiple objects detection and tracking is the fundamental task to 
obtain the trajectories for the tactic representation construction. 
From the computer vision point of view, many factors will affect 
the result of detection and tracking, e.g. the occlusion among the 
objects. This can be demonstrated by the low recall of intercep-
tive-attack pattern because there are severe occlusions due to the 
defensive tackle and body check. 2) The accumulative error of 
mosaic transform: Mosaic trajectory computation is employed to 
eliminate the camera motion in the broadcast video based on 
global motion estimation. However, GME is an optimization 
process which will produce the error at each time step. The error 
accumulation will be magnified while the GME mapping matrixes 
are used in the long-term transform. Consequently, the computed 
mosaic trajectory does not reflect the insight of movement of 
player and ball. 3) The ability of interaction analysis: The coop-
eration is the crucial tactic information for team sports. How to 
comprehensively capture the interaction among the players and 
ball is the key point to facilitate the tactic analysis. The ability of 
the current analysis with the distance of objects and the shape of 
trajectory should be enhanced with more various features in terms 
of object movements and actions. 

8.3 Tactic Mode Presentation User Study 
To verify the applicability of the tactic pattern presentation with 
the selected information proposed in section 7, we employed a 
subjective user study [26] since there is no objective measure 
available to evaluate the quality of a presentation fashion. 

We invited 4 men aging from 23 to 40 in the subjective study. Of 
the 4 peoples, 1 is soccer coach and 3 are soccer players who have 
more than five-year team training and four-year professional 
game playing experience, respectively. They all have rich con-
cepts of soccer game in terms of tactic strategy. To conveniently 
facilitate the study, we designed a program for goal event brows-
ing and tactic information presentation. Note that the viewer can 
optionally choose to see the different kinds of trajectories, such as 
only the trajectories of offensive players, only the trajectories of 
defensive players, or all the trajectories. 

 
 Conciseness Clarity Usability 

Subject 1 4.4 3.9 4.8 

Subject 2 3.9 4.0 4.7 

Subject 3 4.5 4.4 4.8 

Subject 4 4.2 4.1 4.6 

 
In the study, the subjects were asked to score the presented tactic 
information according to the following three criterions. 

 Conciseness: all the information presented is necessary having 
no tedious content. 

 Clarity: the information presented is explicit and easily to be 
understood. 

 Usability: the information can be used for the further analysis 
and benefits for the later training and competition. 

Table 6. Result of subjective study on tactics presentation

Table 3. Tactic patterns labeled by manual annotation 

Table 5. Results of interaction pattern recognition 

Table 4. Results of route pattern recognition 



Five scales are given for the score corresponding to better (5), 
good (4), common (3), bad (2), and worse (1). For each criterion, 
the average value of the scores is the final evaluation. 

Table 6 lists the result of subjective evaluation. As shown in Ta-
ble 6, it can be seen that the average evaluations are 4.3, 4.1, and 
4.7 for the three criterions respectively. This demonstrates our 
tactic mode presentation is adapted to the soccer professionals. 

9. CONCLUSION 
Tactics analysis provides the users more detailed insight of sports 
game but until now little work has been devoted to this topic. In 
this paper, we have proposed a novel approach to discover the 
tactic patterns from the goal events in broadcast soccer video. 

As a team sports, the cooperation among the players and the in-
teraction between player and ball characterize the tactic patterns 
used in the soccer game. Accordingly, two tactic representations, 
which are aggregate trajectory and play region, are constructed 
based on the multiple trajectories of players and ball to discover 
the tactic insight of the game. Compared with existing trajectory 
modeling approaches, the aggregate trajectory is a novel compact 
representation for the video content in the tactic context. The 
tactic clues are extracted from two representations to conduct the 
pattern analysis of the goal attack. The patterns are classified as 
route pattern and interaction pattern in which more elaborated 
tactic scenarios are analyzed. To our knowledge, this is the first 
solution for soccer game tactic analysis based on broadcast video. 
We carried out the experiments on the goal events of FIFA World 
Cup 2006. The results demonstrate that our approach is effective. 

Besides the visual tracking exploited in our approach, the acquisi-
tion of object trajectory can be achieved by sensor or infrared 
based methods. Therefore, object trajectory is one kind of the 
generic features for the team sports. The tactic representation and 
information extracted from the trajectory is consequently general 
for the tactics analysis of team sports. In future work, the pro-
posed tactic representation and temporal-spatial interaction analy-
sis will be applied to mining more tactic patterns in soccer games. 
In addition, the current analysis approach will be extended to 
other team sports video such as hockey and American football. 
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