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Abstract

The analysis of human action captured in video se-
guences has been a topic of considerable interest in com-
puter vision. Much of the previous work has focused on the
problem of action or activity recognition, but ignored the
problem of detecting action boundariesin a video sequence
containing unfamiliar and arbitrary visual actions. This pa-
per presents an approach to this problem based on detecting
temporal discontinuities of the spatial pattern of image mo-
tion that captures the action. We represent frame to frame
optical-flow in terms of the coefficients of the most signifi-
cant principal componentscomputed fromall the flow-fields
within a given video sequence. We then detect the discon-
tinuities in the temporal trajectories of these coefficients
based on three different measures. WWe compare our segment
boundaries against those detected by human observers on
the same sequences in a recent independent psychol ogical
study of human perception of visual events. We show exper-
imental results on the two sequences that were used in this
study. Our experimental results are promising both from vi-
sual evaluation and when compared against the results of
the psychological study.

1. Introduction
1.1. Background and motivation

The analysis of human action captured in video se-
quences has been a topic of considerable interest in com-
puter vision. The primary motivation has been the recogni-
tion of human action and activities (e.g., see [1, 2, 3] just
to cite a few examples). Most researchers have preferred a
strongly model-based approach — i.e., they have either fo-
cused on a few specific actions (e.g., [1, 2]) or relied heav-
ily on the scene and situational context to detect particular
pattern of activities (e.g, see [3] for such an effort in the
context of aerobics exercise). For the problem of recogni-
tion and detection of familiar actions and activities, this is

perhaps the most sensible approach one can take.

In this paper, we are interested in a slightly differ-
ent problem, namely that of segmenting a long continu-
ous video sequence into short segments that correspond to
smooth or continuous actions or sub-components of actions.
While we believe that as in the case of static image seg-
mentation, video action segmentation is likely to be most
reliable and accurate when it is closely coupled with recog-
nition (i.e., identify familiar actions), the number of actions
for which we actually have visual models is quite limited.
On the other hand, since visual actions are captured directly
by image motion, temporal discontinuity of image motion
may be expected to be a strong cue for possible places to
segment the video.

These two types of segmentation roughly correspondto a
high level top-down analysis of the video data and a bottom-
up image based analysis. For example, considering a video
sequence in which a subject is performing a common activ-
ity, such as making a bed, a high level segmentation would
be in terms of activities such as “pulling the sheet”, “set-
ting the pillows”, etc. However, each of these actions them-
selves involves movement of the subject’s body, arms and
legs in one direction or the other. The low level segmen-
tation would be at the end of a continuous visual motion
(such as moving to the left, swinging the arms in one direc-
tion, etc.). Our work focuses on this level, namely that of
segmenting a continuous video sequence into smaller seg-
ments based on discontinuity in the pattern of image mo-
tion. Since the video frames corresponding to these seg-
ment boundaries capture important human action (posture)
changes, we will refer these frames as keypose frames. In
this paper, we use keyposes and action segment boundaries
interchangeably.

We are motivated to work on this problem for multiple
reasons. First, we are interested in creating a compact sum-
mary of the activity, which when viewed in a continuous
fashion conveys the impression of the action in the input
sequence. Second, the low-level segment boundaries will,
in general, be a superset of the high-level segment bound-



aries; hence, these are building blocks for semantics-based
segmentation. Third, since we are detecting discontinuity
in smooth image motion, the segment boundaries we de-
tect will be good candidates for “I-frames” in a compression
strategy [4].

It is important to distinguish our work from the more tra-
ditional work on scene cut detection [5]. Typically the scene
cut detection techniques detect shot-boundaries — i.e., the
places that mark the end of a continuous video shot (either
due to shutting off the camera or due to editing in a different
camera sequence), whereas we are interested in segmenta-
tion within a single “shot”.

It is also interesting to note that in psychological stud-
ies [6, 7] human subjects, when asked to perform “fine-
grained” segmentation, appear to choose locations in time
that are based on image domain motion information. On the
other hand, coarse-grain segmentation by the same subjects
appears to be more influenced by top-down and contextual
analysis. We obtained the data used in the psychological
studies by Zacks, et al. [6] and compared our segmenta-
tion results with the fine-grained segmentation performed
by human subjects. This paper includes the results of this
comparison.

1.2. A Summary of our approach

Our basic premise is that the temporal segment bound-
aries correspond to temporal discontinuity in the spatial
pattern of image motion. The key here is that we want to
measure the discontinuity of the entire spatial pattern of mo-
tion of the subject in the video, not the motion vector of any
particular pixel. In order to capture the pattern of motion,
we performed a Singular Value Decomposition (SVD) of
the set of frame-to-frame optical flow fields collected over
an entire video clip. After removing the low energy basis
vectors (in order to reduce noise), we used the coefficients
of the remaining basis vectors as the representation of the
spatial motion pattern. We analyzed the temporal trajec-
tories of these coefficients, and detected discontinuities in
them. In this paper, we compare three different measures of
discontinuity on the SVD coefficients.

The rest of the paper is organized as follows. A detailed
description of our algorithm is given in Section 2. Section 3
describes the results of applying our algorithm to two video
sequences, also used in the psychological studies by Zacks.
Section 4 summarizes the paper and discusses the possible
directions for future research.

2. The Proposed Algorithm
The proposed algorithm consists of several stages.

1. We first compute the frame to frame dense optical flow
for all the frames in the sequence. This is described in
Section 2.1.

2. Foreground object segmentation maps are then used as
the masks to get rid of irrelevant (and noisy) flow vec-
tors in the static background. This stage is described
in Section 2.2.

3. Each flow field is represented as a long vector and the
SVD of the collection of all the flow fields is com-
puted. This determines a set of “basis” flow fields. For
each flow field, only the coefficients associated with
the most significant basis flows are used. The remain-
ing coefficients are ignored. This provides a degree of
noise reduction as well as a more compact set of pa-
rameters to use for further analysis. This is described
in detail in Section 2.3.

4. The temporal trajectories of the SVD coefficients of
the flow field are analyzed to determine locations of the
segment boundaries. We have explored three different
methods for temporal discontinuity detection. These
are described in Section 2.4.

A flow chart of the complete algorithm is shown in Figure
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Figure 1. Flow chart of the algorithm.

2.1. Frameto frame optical flow computation

Since our entire analysis is based on the spatio-temporal
pattern of image motion, the first step is to compute the im-
age flow fields. We use the hierarchical optical flow algo-
rithm of Szeliski [8] which combines many of the best fea-
tures of existing optical flow techniques. In particular, it
incorporates multi-resolution estimation, regularization in
the form of a spatial smoothness constraint, and combines
correlation matching together with “Lucas-Kanade” type
gradient-based refinement. Although Szeliski’s algorithm
allows for the use of temporal smoothness constraints, since
we are interested in detecting temporal motion discontinu-
ities, we did not use this option. We used this technique to
compute an optical flow for every successive pair of frames
of the input sequence independently of all other frames.



2.2. Foreground object segmentation

As discussed in Section 1.2, we would like to analyze
the motion patterns of the object of interest. To concentrate
on the motion caused by the object only, we need first to
obtain the foreground object segmentation map. There are
many techniques in object segmentation. However when
the background scene of the image sequence is available,
background subtraction is an effective and robust technique
[9], which is used in this paper. The segmentation map af-
ter the initial background subtraction is not in a ready-to-use
form, because it contains a considerable amount of “salt and
pepper” noise. To clean these up, we use a 5 x 5-window
morphological opening and closing operators to erase small
islands and fill the holes. Opening is defined as an ero-
sion followed by a dilation and closing is defined as a dila-
tion followed by an erosion. Compared with plain erosions
and dilations, openings and closings have the nice property
that they maintain the original boundary of the object being
processed (not becoming thinner or fatter) [10]. The noisy
background subtraction map and the morphological-filtered
map are illustrated in Figure 2 (a) and (b). The small is-
lands from the background objects have been erased and
small holes on the foreground object have been filled. A
region labeling process gives us the final segmentation map
as illustrated in Figure 2 (c).

(©)

Figure 2. Segmentation maps (a)before filter-
ing. (b)after filtering. (c)final map.

2.3. SVD analysis of the spatio-temporal flows

As illustrated in Figure 1, the recovered flow field for
each frame is masked by the corresponding foreground ob-
ject map. All the flow vectors outside the mask are set to
zero. In this way we can ensure later analysis is free from
irrelevant flows (from background objects).

The original frame-to-frame dense optical flows are both
noisy and expensive to analyze. For the flow field of a 320 x
240-resolution frame, there are 320 x 240 x 2 = 153,600
floating numbers. Even if we only consider the flow field
masked by the foreground object map, this number can still
be in the order of 50,000. Direct use of the dense flow field
is both unreliable and expensive.

In order to obtain a compact representation of the flow
fields, we perform SVD over the entire collection of flow
fields from a video sequence. To do this, we follow the

approach that is by now standard in computer vision and
vectorize each flow field. Specifically, we use an approach
similar to the one used in [11] and vectorize the flow field
using raster-scan order. A flow field (a 2D vector at each
pixel) containing s pixels is represented as a long 1D vector
consisting of M = 2s elements. Since we are interested in
segmenting the action of a moving person, we translate our
flow fields to a moving coordinate system that is centered
around the centroid of the segmentation map of the mov-
ing person. This way, the flow fields from different pairs
of frames are represented in a common objective coordinate
system. We concatenate the flow field “vectors” thus ob-
tained from N pairs of frames into an M x N matrix A.
The matrix A can be decomposed into the following

form:
A=UwVv?t (1)

where U is a (M x N) column-orthonormal matrix
representing the principle component directions; W =
diag(wy, ...,wy) is a (N x N) diagonal matrix with posi-
tive or zero elements (the singular values) in descending or-
der along the diagonal. These singular values represent the
importance (weight) of their corresponding principle com-
ponents. V isa (/V x N) matrix that encodes the coefficients
used to expand A in terms of U. Since thetop L, L < N,
principle components capture a significant amount of infor-
mation of the original data, it is possible to approximate any
column of A by linear combinations of the L most signifi-
cant principle components:

An Y Uiw v )

=1

where A,, denotes the nt” column of matrix A (namely the
flow-field for the nt* frame pair), U, denotes the It" col-
umn of matrix U, and v, is the nl" element of matrix V.
After SVD, we have transformed the data from the original
pixel-flow space into a flow-basis space. All the analysis
discussed in this and later sections will be based on the L-
dimensional space spanned by the L. most significant SVD
component directions.

Figure 3 illustrates the top three flow basis of a flow-
field sequence. The basis, especially the top ones, often
have physical interpretations. For example, the first basis
is a global horizontal translation of the whole human body,
basis 2 represents the posture of dropping arms while the
whole body moves to the left, and basis 3 corresponds to a
significant lower body movement.

2.4. Temporal segmentation of spatial flow patterns

Our hypothesis on detecting visual action boundaries is
that the temporal boundaries correspond to temporal dis-
continuity in the spatial pattern of image motion. The L
SVD coefficients characterize the spatial patterns.



Figure 3. SVD basis (a)basis 1.
(c)basis 3

(b)basis 2.

For each of the L SVD coefficients, we obtain a SVD
coefficient evolution curve by plotting its variation against
the frame index n. These curves are the temporal evolutions
of the spatial motion patterns. Figures 4 and 5 show the
evolution curves of the top three SVD coefficients of two
flow-field sequences.

Figure 4. The evolution curves for the top 3
SVD coefficients in the FM sequence.

Figure 5. The evolution curves for the top 3
SVD coefficients in the ML sequence.

We next explore three methods to detect segment bound-
aries based on these evolution curves.

241 Weighted Euclidean

A flow pattern at a particular time n corresponds to a point
in the L-D SVD space. How far away two successive points
are in the SVD space signifies if there is a temporal dis-
continuity in the spatial flow pattern. An obvious approach

for detecting the segment boundaries is then to use the pair-
wise Euclidean distance in the SVD space.

Let d,, be the Euclidean distance between two successive
flow-fields (two points in the SVD space). We have

L
dn = Zwl (Unl - Un+17l)2 (3)

where w;, the [** diagonal element of matrix 7, models
each SVD coefficient’s weight to the overall distance. After
computing d,, for all n’s, we obtain a Euclidean distance
curve like the one shown in Figure 6.

Figure 6. The Euclidean distance curve.

Since the distance measures the degree of temporal dis-
continuity, we consider the peaks of the curve corresponds
to the segment boundaries. The peaks of the curve are
detected by using standard local maximum detection tech-
niques, e.g., sign changes of the first derivatives. The verti-
cal bars in the lower portion of Figure 6 show the detected
keypose locations.

2.4.2 Linear Prediction

Although the Euclidean distance metric described above is
intuitive, in practice we found it to be not very selective in
detecting keyposes. This is because the distance measure
condenses too much information into a single number and
does not discriminate between fine details in the evolution
of the coefficients.

Hence, we considered a second method based on linear
prediction (LP) error [12]. The logic of this approach is
the following: The boundary detection problem can be re-
formulated as a prediction problem — whenever the predic-
tion error is large, there is a change of pattern thus an action
boundary. We next describe how LP technique is used to
solve our problem.

For a data sequence {y,,n = 1,..., N}, a future value
Y Can be predicted based on existing values [12]:

K
Yn = ijynfj +en (4)
j=1

where K is the number of history data used in prediction,
normally a small number such as 5 [12], p;’s are the linear
prediction coefficients and e,, is the prediction residue.
Before we can predict y,,, p;’s need to be computed first.
To compute p;’s, stationarity (at least piece-wise station-
arity) of the data sequence is assumed [12]. That is, the
autocorrelation of y; and y;, depends only on the difference



|7 — k|, and not on j or k individually. Let & ; denote auto-
correlation between y; and yy,;, that is

1 =
®; = N——] 7; YnYn+j (®)

p;’s can then be computed by the following equations [12]:

K
do®up; = B
j=1

ko= 1,...,K

where there are K equations and K unknowns (pj). LP
has been used extensively in compression and the result-
ing technique is called linear predictive coding (LPC). In
our context, LP provides us a useful tool to detect temporal
discontinuities. If there are IV flow fields, for each SVD co-
efficient there is a V-element data sequence. For example,
for the I** SVD coefficient, I = 1,---, L, there is a data
sequence consisting of {vyy, -, vnr, - -, vN}. We have L
such sequences. Note that U is a column-orthonormal ma-
trix. This orthonormality allows us to use LP for each SVD
coefficient sequence independently.

Let E,, be the overall prediction error for flow field » and
let E,,; be the prediction error along the I** SVD component
direction for flow field n. We have

L
En = 5 lenl
=1
En = |vm— vl
K
Ut = Epjvnfg}l
=1

where w; is the weight for coefficient [ and v7,; is the pre-
dicted value of v,;. Computing E,, for all the flow fields,
we obtain a prediction error curve as shown in Figure 7.

Prediction errors reflect how discontinuous a signal is.
Therefore the places having large prediction error corre-
spond to the action segment boundaries. By using the same
peak-detecting techniques as discussed in Section 2.4.1, we
can detect the keypose locations based on the prediction er-
ror curve. They are shown as the vertical bars in the lower
portion of the figure.

I B | | [ | [ B |
Figure 7. The prediction error curve.

24.3 Zerocrossing

The Linear-Prediction error metric is clearly more discrim-
inating than the weighted Euclidean distance metric. How-

ever, both metrics treated the SVD evolution curves as or-
dinary time series and did not take into account the char-
acteristics of these curves. When we visually observed the
evolution curves of the coefficients (see Figures 4 and 5),
we noticed that SVD coefficients formed groups along the
time axis and there are distinct locations where many of the
coefficients simultaneously changed signs. These typically
correspond to temporal locations where the direction of a
particular component of the image motion of the subject
has changed. We next develop a detection technique that
will take this observation into account.

The group boundaries are marked by coefficient sign
changes. Detecting the locations of zerocrossings of the
coefficients therefore corresponds to detecting the group
boundaries.

Because the evolution curves are noisy, a straight-
forward utilization of zerocrossing detection will not work.
To reduce the noise and to suppress irrelevant sign changes
around areas where the coefficient magnitudes are low, we
smoothed the evolution curve for each coefficient, and then
associated a strength (confidence) with each zerocrossing
based on the magnitudes of the evolution curves on both
sides of that crossing. We used the areas under the evolu-
tion curve as the strength indicator. Let Z,, be the overall
zerocrossing strength and Z,,; be the zerocrossing strength
from SVD coefficient . We have

L
Zn = Z wy Zn
=1
Zu = In)x(Ar(n) + Ar(n+1))/2

where I(n) is an indicator function whose value is one if
there is zerocrossing and zero otherwise. Ar(n) is the area
under the curves between the previous zerocrossing and the
current current zerocrossing and Ar(n + 1) is the area be-
tween the current and the next zerocrossings. Computing
Z,, for all the frames, we obtain a zerocrossing strength
curve as shown in Figure 8. Since we conjecture the coef-
ficient group boundaries correspond to, or is a superset of,
the action segment boundaries, detecting action boundaries
therefore corresponds to detecting peaks of the zerocrossing
strength curve. The vertical bars in the lower portion of the
figure are the detected group boundaries.

Figure 8. The zerocrossing strength curve.

3. Experimental Results
3.1. Data sets

We conducted experiments with several video sequences
of people performing common household chores and en-



gaging in other such activities. In this section, we describe
the results of our techniques on two sequences showing a
person making a bed. These sequences were obtained from
Zacks who used these in his psychological study [6]. One
sequence, which we refer to as the ML sequence shows a
male subject making a bed, while the other, which we refer
to as the FM sequenceshows a female subject making a bed.
The original video sequences were recorded on VHS tapes.
We digitized the video sequences into MPEG compressed
files at a frame-rate of 10 frames/second. The resolution of
each frame is 320 x 240 pixels. Each video sequence has
300 frames.

3.2. Keypose detection results

Due to page limitation, in Figures 9 and 10 we only show
the keyposes detected by using the zerocrossing method. In
all the experiments reported in this section, L = 10, K = 5,
and v = 100%, where - is the ratio between the number of
detected boundaries and the number of psychological study
boundaries as defined in Section 3.4.

The detected keyposes closely match our visual exam-
ination — 39 out of 42 detected boundaries are the frames
that the subject is changing actions. For example, in Figure
9, keypose 1 is the place when the subject stops and begins
to pick the blanket. Keypose 2 is the place when the sub-
ject pulls the blanket to the highest point and starts to put
it down. In Figure 10, keypose 1 is where the subject starts
to turn her body from left to right. Keypose 2 is where the
subject begins to fold the blanket using her arms. Among
successive pair of keyposes, the more similar they are in
motion patterns, the lower the zerocrossing strength is for
one of them. For examples, in Figure 10, keypose 8’s mo-
tion pattern is similar to that of keypose 9. If we look at this
sequence’s zerocrossing strength curve (see Figure 8), key-
pose 8 has very limited zerocrossing strength. This matches
our intuition closely.

3.3. Quantitative evaluation

A visual examination of the results indicates that the key-
pose frames detected by our methods match the locations
where there is a transition from one smooth body movement
to another of the subject. However, a more “objective” eval-
uation of our results is desirable. The authors of the psy-
chological studies [6], Zacks, et al., have kindly provided
us with both the video sequences and the human segmented
boundaries. These provide us with a possible source for a
more “objective” analysis. In this section, we describe our
preliminary results on making this comparison.

In the course of their research, they asked 16 human ob-
servers to independently mark the action boundaries in in-
put video sequences, including the two that we used for our
experiments. The observers were asked to mark the bound-
aries of the “smallest” meaningful units of action seen in the

video. Our expectation is that this “fine-grained” segmen-
tation by human observers is likely to be correlated with
the automatic keyposes detected by our methods. The hu-
man segmentations we obtained from the authors are in 0.1-
second resolution, which corresponds to 1-frame resolution
in our MPEG digitized video sequences.

3.4. Evaluation methodol ogy

We used the boundary detection data from the 16 sub-
jects to create a histogram of boundary detections as a func-
tion of frame index. We interpret the peaks of these his-
tograms correspond to possible segment boundaries. Since
the human observers are looking for the “smallest meaning-
ful chunks”, we expect the human detected boundaries to
be a subset of our lower-level segmentation. To measure
the correlation between the human segmentation and our
detected boundaries, we devised the following approach:

Let IV, be the total number of boundaries in the psycho-
logical study (whose locations are given by the histogram
peaks), N,,q be the number of psychological study bound-
aries that have also been detected by our proposed methods,
and N, be the total number of boundaries detected by our
methods. We define the following measure ¢ as the measure
of correlation between the psychological study data and our
results: Ny

c= N, x 100% (6)

Our detection methods involve thresholds that determine
if a local maximum is significant. This gives a degree of
freedom to choose the number of detections V4. Since we
expect that our methods will detect more boundaries than
those from the psychological study, we can make the com-
parison for different choices of V; . Define  to be the ratio
between Nz and NV, i.e.,

y = % x 100% 7

p

We varied the value of ~ to see how it affects the correlation
between our data and those from the psychological study.

Correlation - Ratio Curve for ML Sequence Correlation - Ratio Curve for FM Sequence
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Figure 11. Correlation vs. v (a)ML sequence.
(b)FM sequence.



Figure 9. Keyposes detected by ZC for the ML sequence when v = 100%.

3.5. Results and observations

Let SP denote the simple Euclidean method, LP denote
the linear prediction method, and ZC denote the zerocross-
ing method. Figure 11 shows the experimental results for
the ML and FL sequences and how the correlation ¢ changes
with ~, where  ranges from 100% to 200% with a 20% in-
crement. The dashdot curves are for SP, dashed curves for
LP, and solid curves for ZC. Based on the figure, the follow-
ing observations can be made:

e As expected, the SP method does not perform well.

Its correlation with the psychological experiments is
consistently lower than that of the other two methods.

e The performances of LP and ZC are comparable, with
LP slightly better in the ML sequence and ZC bet-
ter in the FM sequence. By looking at the evolution
curves (Figures 4 and 5) it is clear that ML sequence
has less distinguished groups in the curves than the FM
sequence. Since ZC is designed to detect the groups in
evolutions curves and LP is independent of the charac-
teristics of the curves, ZC performs better in the FM se-
guence while LP performs better in the ML sequence.

e Our segmentation technique is a bottom-up ap-
proach based on spatio-temporal motion patterns only.
Around 60% correlation at v = 180% (by ZC and LP)
with the human annotated boundaries is a very encour-
aging result.

4. Conclusions

In this paper, we have investigated the problem of seg-
menting a continuous video sequence containing human ac-
tions into shorter subsequences corresponding to smooth or

continuous visual action segments. Specifically, we detect
keypose frames which correspond to locations of tempo-
ral discontinuities in the spatial pattern of image motion.
While the literature on visual action and activity analysis
has focused heavily on recognition and to a lesser extent
on activity detection for a known and limited set of action
“models”, the problem of segmenting a general unrestricted
video sequence containing human action has not been pre-
viously addressed.

We present a complete algorithm that takes input video
sequences, computes frame to frame optical flow, projects
the flow-fields into a basis set using SVD analysis, and de-
tects temporal discontinuities in the trajectories of the basis
coefficients over time. The keyposes correspond to frames
at these discontinuities. We have investigated three possible
measures for detecting keyposes in this fashion.

We present results on two real video sequences of human
subjects performing common household activities. A visual
examination of the keyposes detected by our methods indi-
cate that they correspond to natural locations of discontinu-
ities. We also measured the correlation between our seg-
mentation results and data that we obtained from an inde-
pendent psychological study on human observers segment-
ing the same sequences. Our preliminary results are very
encouraging as shown in Section 3.

There are a number of potential applications of the type
of segmentation described here. First, the keyposes serve
as a compact visual summary of the actions. Second, these
low-levels segment boundaries are useful building blocks
for higher level action segmentation and recognition. Fi-
nally, the segment boundaries detected by our technique can
also serve as better locations for I-frames in an MPEG like



Figure 10. Keyposes detected by ZC for the FL sequence when v = 100%.

compression scheme.
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