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ABSTRACT

Much research activity and interest has emerged re�
cently in two closely related areas� Digital Image�Video
Library �DIVL� and MPEG��� In this paper� we review
the critical research issues in DIVL from a signal pro�
cessing viewpoint� the objectives and scope of MPEG�
�� and the relationships between these two�

�� INTRODUCTION

We are seeing the proliferation of Digital Image�Video
Library �DIVL� in the multimedia information era� A
huge amount of visual information is being produced at
a rapid speed� Examples include those in both the mil�
itary and civilian domains� Yet� technology for access�
ing� searching� and retrieving the visual information is
still limited and inadequate�

The traditional text�based approach to accessing
DIVL faces twomajor problems� One is the vast amount
of labor required in the manual annotation process�
The other� which is more essential� concerns the rich
content in the images�videos and the subjectivity of
human perception� Perceptual subjectivity and an�
notation impreciseness may cause unrecoverable mis�
matches in the retrieval process�

To overcome these problems� content�based retrieval
was proposed in the early �	
s� Instead of using man�
ual� textual annotations� images�videos are indexed by
their inherent visual features� such as color� texture�
shape etc� Since then� many techniques in this research
area have been developed and many image�video re�
trieval systems� both research and commercial� have
been built� The active research e�ort has been re�ected
in many special issues of leading journals dedicated to
this topic 
�� ���
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Much progress has been made and lessons have been
learned� While techniques continue to advance� a stan�
dardized description of the multimedia content is ur�
gently needed to solve the inter�operability problem
over large�scale distributed DIVLs 
��� With a broader
theme� MPEG has started a new work called MPEG���
i�e� Multimedia Content Description Interface� Its ob�
jective is to specify a standard set of descriptors that
can be used to describe various types of multimedia
information 
���

In view of the importance of and synergy between
these two areas� we present high�level discussion about
the relationship between DIVL and MPEG��� and their
common research issues in this paper� Our objective is
to motivate further discussion in the signal processing
community to discover new technical barriers and iden�
tify promising directions�

The rest of the paper is organized as follows� Sec�
tion � discusses the major unsolved issues in DIVL�
Section � introduces MPEG�� based on our prelimi�
nary knowledge� In section �� we present our views
towards relationships between DIVL and MPEG���

�� OPEN RESEARCH ISSUES IN DIVL

In the past few years� many advances have been made
in various aspects of DIVL� including visual feature ex�
traction� cataloging and organization� multi�dimensional
indexing� testbed development� etc� 
���� However�
there are still many open research issues that need to
be solved before current DIVL systems can be of prac�
tical use�

���� Human in the Loop

Because of the perceptual subjectivity towards multi�
media content� human is an indispensable part of the
DIVL retrieval process� A user searches for informa�
tion with di�erent expectations depending on the con�
text of the task� the nature of the image collection�
and sometimes his�her own personal knowledge� Early
DIVL systems emphasize fully automated techniques
and try to �nd the best features and matching meth�
ods for image retrieval� However� this goal is only at�



tainable in constrained domains� such as medical or
remote sensing� For generic systems� more recent re�
search emphasizes interactive systems with human in
the loop� Representative works include the FourEyes
system 
��� using learning through user interaction� Ne�
tra 
��� incorporating supervised learning for texture
analysis� WebSEEk 
��� for dynamic feature vector re�
computation� and MARS 
��� using a relevance feed�
back framework for content�based retrieval�

���� High�level Concepts and Low�level Features

Except for speci�c domains� general users prefer to use
high�level concepts in accessing information� including
images and video� However� results of fully automatic
image�video analysis usually remain as low�level fea�
tures� There is a signi�cant gap between the high�level
semantic concepts and the low�level features� New re�
search is called for in this area� Several dimensions
provide promises� including incorporation of knowledge
from user through learning and incorporation of seman�
tic models from speci�c domains� The former includes
supervised or unsupervised learning 
��� ���� The lat�
ter includes work in 
��� for image classi�cation using
domain speci�c models� One promising alternative in�
volves integration of multimedia and multiple modali�
ties� Work in 
��� uses image features and associated
captions for automatic indexing of images of people�

���� High Dimensional Indexing

DIVL requires high�dimensional indexes for a large num�
ber of features� Typical features like color histogram�
shape� and motion all produce high�dimensional feature
vectors� Today� only a few systems have explored e��
cient multi�dimensional indexing techniques� However�
as the size of DIVL increase rapidly� retrieval perfor�
mance �e�g�� computational complexity� retrieval accu�
racy and recall� has become more di�cult to track� Ex�
isting indexing methods from the traditional database
area have proven to be inadequate�

���� Integration of Disciplines and Media

Development of powerful DIVL systems requires inter�
disciplinary e�ort� Obviously� Image Processing�Computer
Vision and Database Management play essential roles�
Techniques integrating these two disciplines have demon�
strated great bene�ts 
���� In addition� research from
Information Retrieval 
��� provide much intuition for
discovering new issues in the visual domain� such as the
initial approaches for the evaluation metrics and bench�
mark procedures� Another important discipline is user
interface design� As we place more emphasis on human
interaction in visual query� new e�orts are needed to
investigate e�ective methods for user to specify query
criteria� navigate through the visual space� and provide
feedback to the system� The goal is to overcome the
dichotomy between the limited �D user interface on to�
day
s computers and the rich content contained in the
visual information�

Another observation is that integration of multi�
media and multi�modalities provide great potential for
improved indexing and classi�cation of images in gen�
eral domains� Research in 
��� has shown promising
results in using both textual and visual features in au�
tomatic indexing of images� More sophisticated tech�
niques for cross�mapping image classi�cation between
the high level using textual cues and the low level using
the visual cues will very likely bear fruit�

���� Metadata and Heterogeneity

Unlike the text documents� images or videos do not
share consistent formats� indexes� or meta�data 
��� For
example� dozens of formats are used for representing
images and videos on the Web� many di�erent tech�
niques are used for implementing the indexing features
in DIVL systems� In addition� there is no standard for
inter�operability between di�erent DIVL systems�

The issues of heterogeneity must be solved in or�
der to improve inter�operability� Some standardization
activities are underway� For example� Dublin Core has
been augmented to extend the meta�data schemes from
text documents to images 
�	�� A standard taxonomy
for graphic materials has been proposed by the Library
of Congress 
��� MPEG��� aiming at the development
of a standard for the description of multimedia content�
This will be discussed in the following section�

�� MPEG��

���� Scope of MPEG��

Observing the increasing availability of digital audiovi�
sual content� MPEG recently started a new work item�
MPEG��� formally called Multimedia Content Descrip�
tion Interface� The objective is to provide an interoper�
able solution to extend the capabilities of today
s pro�
prietary solutions in identifying multimedia content�
That is� MPEG�� will specify a standard set of de�
scriptors that can be used to describe various types of
multimedia information 
���

The following terminology is essential in MPEG��

���

� Data� is the audiovisual information that will
be described using MPEG��� regardless of the
storage� coding� display� transmission� medium�
or technology�

� Description scheme �DS�� de�nes a structure for
the descriptors and their relationships�

� Descriptors� are the description of the data ac�
cording to the structure de�ned in the DS�

� Description� is the entity describing the data
and consisting of DS and descriptors�

� Coded description� is a compressed description
allowing easy indexing� e�cient storage and trans�
mission�



A JPEG image or a MPEG�� compressed video are
examples of data� Color feature of an image is a de�
scription scheme and an image color histogram is a
descriptor 
���

MPEG�� will standardize the following� Descrip�
tion scheme� Descriptors� Coding methods for compact
representation of Descriptions� Although not part of
the standard� tools for creating and interpreting DS
and Descriptors are also needed for testing and imple�
mentation purposes�

Figure � shows a high�level block diagram of a pos�
sible MPEG�� processing chain 
��� which includes fea�
ture extraction� description� and search engine� Even
though both feature extraction and search engine are
important to MPEG��� they are not part of the stan�
dard� The main reason for this is that their standard�
ization is not required to allow inter�operability� while
leaving space for industry competition� This basically
continues the spirit of MPEG�� and MPEG��� in which
only the decoding methods are standardized� Another
reason is to make use of the expected improvements in
these two research �elds�

Feature Extraction  Standard Description Retrieval Engine

    MPEG-7

Figure �� A possible MPEG�� processing chain

���� MPEG���s target applications

Example applications for MPEG�� are quite broad and
include 
��� visual retrieval systems �e�g�� video databases�
teleshopping� medical� and remote sensing applications��
auditory retrieval systems �e�g�� Karaoke and music
sales and historical speech database�� beyond�search
applications �e�g�� agent driven media selection and �l�
tering� and intelligent multimedia presentation�� and
other applications such as Education or Surveillance�

�� RELATIONSHIP BETWEEN DIVL AND
MPEG��

As discussed in section ���� MPEG�� only de�nes the
standard description of multimedia content �the sec�
ond block in Figure �� while DIVL is more concerned
with the feature extraction block and retrieval engine
block� One may view that DIVL considers all issues
in the entire system scope� while MPEG�� focuses on
the interoperability of internal representation of con�
tent descriptions� One may also view that MPEG��
starts with more focus on audiovisual content� while
DIVL involves many interactions with other disciplines
such as document information retrieval� But as both
�elds are still in the early stage �particularly MPEG���
and consist of much new input from new participants�
the evolving relationships will certainly keep changing�
but will also remain closely related�

There is great synergy between DIVL and MPEG���
For example� even though tools for creating and inter�
preting DS and Descriptors are not part of the current
scope of MPEG��� they are indispensable for develop�
ment of a successful standard description� An example
in the opposite direction is that a well de�ned MPEG�
� standard will greatly bene�t the inter�operability of
DIVL retrieval systems� as we have discussed in Section
����

���� Synergistic Data Model in DIVL and MPEG�
�

Another aspect in considering the relationship between
DIVL and MPEG�� is to look at the hierarchical data
model for images�video� In 
���� an image object model
was presented as follows�

O � O�D�F�R� ���

� D is the raw image data� e�g� a JPEG image�

� F � ffig is a set of low�level visual features asso�
ciated with the image object� such as color� tex�
ture� and shape�

� R � frijg is a set of representations for a given
feature fi � e�g� both color histogram and color
moments are representations for the color feature�

In 
��� an object�oriented video model was proposed
to facilitate the content�based object�oriented video in�
dexing and query� see Figure �� A video clip may
contain multiple salient video objects �e�g�� foreground
and background�� and each video object may be de�
composed into consistent video regions �e�g�� uniform
color regions� or classi�ed into di�erent semantic cat�
egories �e�g�� people and automobiles�� These hierar�
chical frameworks are synergistic with the video DS
model being considered in MPEG�� 
��� as depicted in
Figure �� The hierarchy consists of video frame� shot�
sequence� and higher level topic and knowledge about
story�
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Figure �� An Object�Oriented Video Model in VideoQ

��

Using the context set by the above three data mod�
els� we can further understand the relationships be�
tween DIVL and MPEG��� Research is both two areas



is called for to investigate e�cient and e�ective fea�
tures� matching criteria� and coding representations of
features� Although we have said that the recent fo�
cus of DIVL has shifted from �nding the optimal fea�
tures to �nding the best interactive mechanisms for vi�
sual query� pursuit of good features models and mea�
sures will still be an essential work for both DIVL and
MPEG��� In addition� e�orts within MPEG�� should
be undertaken to study the best levels and set of con�
tent that should be standardized� We envision a �ex�
ible multi�level description scheme� including levels of
region� object� frame� shot� scene� and story� Within
each level� we need to determine what attributes should
be indexed and which set should be indexed �rst� We
expect to see much input from contributions provided
by application developers and users in this area�

frame micro-segment shot sequence topic

program

document
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Figure �� A Hierarchical Video DS in MPEG��

���� Evaluation criteria

A general agreeable set of evaluation criteria and bench�
marking procedures are essential for facilitating ad�
vances in any technical �eld� particularly for the �elds
that are emerging� Objective and subjective metrics
focusing on the signal quality have been used in im�
age�video compression� Precision and recall have been
used in document�type information retrieval� However�
for DIVL and MPEG��� partly due to the human fac�
tor involved� there has not yet been a satisfactory solu�
tion� Some preliminary properties for good evaluation
criteria have been discussed in MPEG�� 
��� Accommo�
dation of existing DSs� Expression e�ciency� E�ective�
ness� Distinctiveness� Processing e�ciency �amenabil�
ity for fast processing�� Storage�space e�ciency� Scala�
bility� and Flexibility� Contributions have been made
in this area in the MPEG�� community also 
�	��

Due to its actual� sometimes aggressive working
schedules� we envision that MPEG��� with enthusiastic
involvement from industry and users� should be able
to contribute to and achieve an e�ective working solu�
tion that is acceptable in practical applications� Similar
contributions have been seen in MPEG�� and MPEG�
�� whose evaluation criteria has signi�cant impact on
later research in related areas�
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