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ABSTRACT

Recently much attention has been paid to Image Content-
Based Retrieval Systems (CBRS). One important goal
in CBRS is to extract local low level image features such
as color, texture and shape, to allow queries based on
these features.

A large CBRS containing tens of thousands of im-
ages requires an automatic feature-extraction method
since human aided segmentation is impractical. We
address this problem in a particular application set-
ting by using an attraction based grouping method in
Spatial-Color-Texture space. The attraction concept
makes this approach similar to human aided segmen-
tation. Experimental results show that the method is
reasonably better than existing methods, and has the
potential to be used in other CBRS-related applica-
tions.

1. INTRODUCTION

Image content-based retrieval systems (CBRS) have re-
cently been gaining attention [1-3]. The low-level im-
age features currently used in CBRS include color, tex-
ture, and shape. Global image features such as the
global color histogram, global texture features (coarse-
ness, contrast, and directionality), and so on [1,4], are
easily computed. However, local features are needed
to support more specific queries (e.g., "Find images
that contain two regions that are green and have coarse
texture.”) and layout queries (e.g., ”"Find images that
contain a small red region surrounded by a large blue
region.”). Region segmentation is the basis for extract-
ing local color and texture features. Obviously region
segmentation is used in shape-related queries as well

[5].
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It is well known that automatic segmentation of im-
ages in general is an unresolved issue. We address this
issue in a particular application setting, and discuss
how to extend the proposed method to other applica-
tions.

Generally speaking, spatial, color, or texture fea-
tures alone do not have enough discriminating power to
properly segment out image regions. A hybrid Spatial-
Color-Texture space is defined in section 2. Section
3 describes c-means clustering in Color-Texture space.
Section 4 describes in detail the procedure for attraction-
based grouping. Experimental results and conclusions
are in sections 5 and 6.

2. SPATIAL-COLOR-TEXTURE SPACE

2.1 Spatial space
Spatial space is just the 2-D Cartesian space spanned
by the x and y image coordinates.

2.2 Color space

Although the RGB color space is easy to understand
and work with, it is not perceptually uniform. Other
color spaces have been proposed, such as HSV, CIE-
LAB, CIE-LUV, and Munsell [6,7]. Roughly speak-
ing, a common property of these color spaces is that
they separate color space into perceptually independent
components. This allows us to work with one compo-
nent without significantly affecting the other two.

Furthermore, the HSV, CIE-LAB, and Munsell color
spaces also attempt to make the color space perceptu-
ally uniform. The Euclidean distance in these spaces
is close to the perceived color distance under certain
viewing conditions.

We chose the HSV (hue, saturation, and value) color
space for simplicity.

2.3 Texture space Although many sophisticated tex-
ture features have been proposed [8], a simple yet ef-



ficient feature, edge density, is used in this paper. We
chose this feature for two reasons. First, if this simple
feature works well, choosing better feature will achieve
even better results. Therefore this feature serves as a
worst case example. Second, this feature is computa-
tionally cheap, which is attractive to a large-size CBRS.

The procedure used in this paper to obtain the edge
density is the following;:

1. For each pixel, find the horizontal and vertical
edge magnitudes G[i][j] and Gy[i][j] using the
Sobel Gradient Operator;

2. For each pixel, compute the edge magnitude
Glil[j] = |G ][] + |Gy ][]

3. For each pixel, compute the edge density Dns[i][j]
within a (2m + 1) x (2m + 1) window

k=i+m Il=j+m

Duslilll = ooy 30 30 Gl
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In step 2 we use the absolute value to increase com-
putational speed.

The Spatial-Color-Texture space is a 6-dimensional
space. C-means clustering is done in the 4-D Color-
Texture sub-space, while attraction-based grouping is
done in the full 6-D space.

3. C-MEANS CLUSTERING IN
COLOR-TEXTURE SUB-SPACE

For a typical natural image, there is a high number of
different colors and textures. C-means clustering is one
way to reduce the complexity while retaining salient
color and texture features.

1. Randomly pick ¢ starting points in the Color-
Texture space as the initial means.

2. Cluster each point as belonging to the nearest
neighbor mean.

3. Compute the new mean for each cluster.

4. Repeat 2 and 3 until all the clusters converge (i.e.
when the number of pixels and mean value of each
cluster does not change).

After this procedure, we have c¢ clusters, each of
which may corresponds to a set of image pixels. We
define cluster as a natural group which has similar fea-
tures of interest [9]. The image pixels corresponding to
a particular cluster may or may not be spatially con-
tiguous. We define a region as one of the spatially con-
nected regions corresponding to a cluster.

The c-means clustering generally produces regions
of various sizes; some of the regions are very small (con-
taining only a few pixels). We consider these regions
as speckle noise (see Figure 1b) and set a minimum re-
gion size threshold to filter out these small regions. The
deleted regions are merged with the largest neighboring
region (Figure 1c).
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Figure 1: (a) Original color image; (b) After clustering
in Color-Texture space; (c) After thresholding. Note:
2(a~c), and 5b indi-
cate different regions and are not related to the original

Different intensities in Figures 1(b-c),

image intensity.

In general, color or texture alone does not have
enough discriminating power to properly segment an
image. If the clustering is done in color space, the
background regions can grow into the object regions
due to shading or similar background colors. In Figure
2a, the animal’s mouth and part of its ear are eroded
by the upper background region.

(a) (b) (c)

Figure 2: (a) Clustering in color space only; (b) Clus-
tering in texture space only; (c¢) Clustering in Color-
Texture space.

Similarly, clustering in texture space only will not
produce a correct segmentation either. In Figure 2b,
the smooth boundary between the object and back-
ground are completely destroyed. However, when the
clustering is done in Color-Texture space, we obtain a
good segmentation (Figure 2c).



4. ATTRACTION-BASED GROUPING

Grouping in this paper refers to the process of grouping
several regions into a shape.

After c-means clustering we have ¢ clusters, each
corresponding to several spatial regions. The next step
is to extract the desired object from the regions.

Normally the clustered image will not have a uni-
form background as in Figure 2c, so we need to a
method that can deal with non-uniform backgrounds.

One way to do this is to define a threshold in Color-
Texture space. If a region’s Color-Texture feature is
above the threshold, then this region is considered as
the object; otherwise, considered as the background.
One obvious disadvantage of this thresholding method
is that the threshold is image-dependent. We propose
an attraction based grouping method (ABGM) to over-
come this disadvantage. The method is motivated by
the way the human visual system might do the group-
ing.

As defined in physics,

M, M,
a2
reflects how large the attraction is between the two
masses M; and M, when they are of distance d. In
ABGM, we use the similar concept, but now M; and
M- are the size of the two regions, and d is the Eu-
clidean distance between the two regions in 6-D Spatial-
Color-Texture space.
The ABGM method is described as follows:
1. Choose attractor region A;’s from the clustered
regions according to the knowledge of the appli-
cation at hand.

Fi, =G

2. Randomly choose an unlabeled region R;. Find
the attractions Fj; between A; and R;.

3. Associate region R; with the attractor A; that
has the largest attraction to R;.

4. Repeat steps 2 and 3 until all the regions are
labeled.

5. Form the output segmentation by choosing the
attractor of interest and its associated regions.

Note that if the attractor is bigger or closer (in 6-
D space) to a unlabeled region, its attraction will be
larger and thus the unlabeled region will be labeled to
this attractor with higher probability. This is what a
human visual system might do in the labeling process.

5. EXPERIMENTAL RESULTS

The flowchart in Figure 3 shows the complete ABGM
method whose components were described in Sections
3 and 4.

Raw C-mean clustering Clustered Thresholding
in Color-Texture and
Image space Image Filling
Smoothed Attractor defining Segmented
Clustered and
Image Region grouping Image

D indicates input/output images ﬂ indicates the procedures to process the images

Figure 3: Flowchart of the ABGM.

The output segmentation depends on how the at-
tractors are defined, i.e. the number and locations of
the attractors. The number of the attractors defines
how many shapes are of interest, while the locations of
the attractors specify the initial features of the attrac-
tors.

The procedure shown in Figure 3 is a general pro-
cedure which can be specialized to work with differ-
ent applications. We applied the ABGM to our multi-
media database prototype — MARS (Multi-media Anal-
ysis and Retrieval System). MARS is designed to sup-
port both global and local queries on color, texture
and shape. Currently there are 500 images in the pro-
totype’s database.

The ABGM is used in two subsystems in MARS.
One is the shape-related query subsystem, the other is
the local color/texture query subsystem.

5.1 Shape-related query subsystem

The purpose of using ABGM in this subsystem is
to correctly segment out the shapes such that MARS
can support shape-based queries.

The images in our prototype normally have one
main object and normally the object is not on the
boundary. Having this application knowledge, we de-
fine five attractors, with four on each corner being the
background attractors and one in the center of the im-
age being the object attractors.

The experimental results are promising. Out of the
500 images, over 70 percent can be correctly segmented.
Figure 4c is a typical segmentation. Again, as men-
tioned in section 3, color or texture feature alone can
not provide good segmentation (see Figures 4(a, b)).

Even when the ABGM is done in the 6-D Spatial-
Color-Texture space, 30 percent of the images are in-
correctly segmented. However, most of the incorrect
segmentation results are caused by the multiple ob-
jects in the image whereas we define only one object
attractor.

5.2 Local color/texture query subsystem
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Figure 4: (a) Grouping in Spatial-Color space; (b)
Grouping in Spatial-Texture space; (c) Grouping in
Spatial-Color-Texture space.

In addition to shape-based queries, the ABGM can
readily support local color, texture, and layout queries.
The smoothed clustered image (Figure 3) contains all
the information needed — the size and location, color,
texture, and shape of each region.

A typical smoothed clustered image is given in Fig-
ure 5b. We can see that the regions containing salient
color /texture features are properly segmented (e.g. um-
brella, cart, palm trees, people, etc.). This region in-
formation allows the CBRS to support local feature
queries. We are currently implementing this subsys-
tem.

Figure 5: (a) The original multi-shape color image; (b)
Smoothed clustered image.

6. CONCLUSION

A new method of automated shape segmentation is pro-
posed in this paper. The main features of this method
are:

1. The concept of attraction makes this method be-
have in a way similar to the way a human might
do the grouping process.

2. Since the ABGM is automated, it is useful in large
CBRS.

—_
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The clustering and grouping in the hybrid Spatial-
Color-Texture space has a relatively high discrim-
inating power.
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