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ABSTRACT

With advances in the computer technologies and the advent of the World Wide Web� there

has been an explosion in the amount and complexity of digital data being generated� stored�

transmitted� analyzed� and accessed� Much of this information is multimedia in nature� in�

cluding digital images� video� audio� graphics� and text data� In order to make use of this vast

amount of data� e�cient and e	ective techniques to analyze and retrieve multimedia information

based on its content need to be developed�

This thesis is dedicated to the two of the most important media types
 images and videos�

Novel approaches to feature analysis� content representation� indexing and retrieval are pre�

sented�

The main contributions of this thesis are
 �i� reliable and robust feature extraction and

representation techniques for images and videos
 �ii� introduction of relevance feedback tech�

niques to image retrieval� which greatly improves the retrieval performance and alleviates the

user�s query formulation burden
 and �iii� introduction of a video hierarchical structure and

construction of video Table of Contents to facilitate the video analysis and retrieval� Extensive

experimental results over large test data sets have validated the proposed approaches�
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CHAPTER �

INTRODUCTION TO VISUAL INFORMATION

RETRIEVAL

In this chapter� we will �rst describe the background and state�of�the�art status of the

area of visual information retrieval �VIR�� We then introduce the research objectives and main

contributions of the this thesis�

��� Background and Problem Statement

Recent years have seen a rapid increase of multimedia data� Every day� both military and

civilian equipment generates gigabytes of digital data� Most of them are multimedia in nature�

including images� graphics� videos� and animation� in addition to the traditional text data�

Huge amounts of information are out there� and the expansion of the Internet is making this

information accessible to everyone�

As a result� people are increasingly interested in using this information� However� before the

information can be used� it must be located� Search engines exist for locating text information�

Alta Vista� Lycos� and the like are among the most frequently visited Web sites� which indicates

the need for such search engines� Unfortunately� search engines for data types other than text

are yet to be developed�

The complexity of dealing with general multimedia data comes from various sources� Images

and videos� for example� are much more information�rich compared with text documents� �An

�



image is worth a thousand words� is an underestimate� In addition� it is normally di�cult to

�nd the counterpart of keywords �as in the text domain� in image or video domains� Even more

di�cult is determining how to extract those �keyword counterparts� from images and videos�

how to index them� and how to retrieve them in an e�cient and e	ective manner�

This thesis tries to address some of these di�culties� In particular� this thesis addresses the

problems associated with image and video media types� because we believe they are among the

most widely used and most challenging media types in this research community�

��� State�of�the�Art Status

Since its advent� VIR has attracted many researchers from various research communities�

including computer vision� image�video processing� library and information science� database

management systems� etc�

A lot of research e	ort has been put into this area� ranging from government ��� ��� industry

��� �� ��� to universities ��� �� �� �� ���� Even The International Standard Organization �ISO�IEC�

has launched a new work item� MPEG�� ���� ��� ���� to de�ne a standard multimedia content

description interface� Many special issues from leading journals have been dedicated to content�

based image retrieval �CBIR� ���� ��� ��� ��� and many CBIR systems� both commercial ���� ��

��� �� �� and academic ��� �� �� �� ���� have been developed recently� For state�of�the�art surveys

for image and video analysis and retrieval� please refer to ���� ���� respectively�

��� Research Objectives and Main Contributions

When this thesis was started in ����� it was aimed to solve some of the challenging issues

involved in VIR� Speci�cally�

� Image�video content analysis� which includes the feature extraction and feature represen�

tation
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� Object �image�video� model� which can encapsulate the object features in a meaningful

way

� Retrieval model for new media type �e�g� image and video�

� User interface that can take into account the characteristics of the new media types

Steady research achievements have been made along the above research directions over the

years� Speci�cally� this thesis has made the following main contributions


� Evaluation of various visual feature representations� including color� texture� and shape

� Development of a modi�ed Fourier descriptor� which is both robust in representation and

e�cient in comparison

� Introduce of a multimedia object model that can encapsulate feature representations in a

meaningful way

� Introduce the relevance feedback techniques into the retrieval process for new media types

and development of an optimal soluation

� Introduce of a hierarchical video structure representation and development of an algorithm

for video Table of Contents construction

� Development of novel techniques in video Index construction for video retrieval

Because most of the thesis research work is bound to the MARS project� we feel it is

bene�cial to �rst brie�y describe the MARS project below�

����� The MARS project

The Multimedia Analysis and Retrieval System �MARS� project began in winter ���� and

involved researchers from Department of Electrical and Computer Engineering� Department of

Computer Science� and School of Library and Information Science�
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For the image collection� the data is provided by the Fowler Museum of Cultural History at

the University of California�Los Angeles� It contains ��� ancient African and Peruvian artifacts

and is part of the Museum Educational Site Licensing �MESL� Project� sponsored by the Getty

Information Institute� After ����� some more data sets are added to the test bed� Vistex data

set is a collection of texture images� consisting a few thousand of images� It is obtained at MIT

media lab at ftp���whitechapel�media�mit�edu�pub�vistex�� Corel dataset contains more than ��

��� images covering a wide range of more than ��� categories� The ���� �� resolution images

are available at http���corel�digitalriver�com�commerce�photostudio�catalog�htm� This data set

was obtained from the Corel collection and used in accordance with their copyright statement�

For the video collection� the video streams are MPEG compressed� with the digitization rate

equal to �� frames�s� To validate the e	ectiveness of the proposed approach� representatives of

various movie types are used� Speci�cally� The Bridges in Madison County �BMC� �romantic�

slow�� Pretty Woman �PW� �romantic�fast�� Grease �GR� �music�� The Mask �MS� �comedy��

Star Trek �ST� �science �ction�slow�� Star War �SW� �science �ction�fast�� and Total Recall

�TR� �action� are used in our experiments� Each video clip lasts about ����� min�

We next give a brief description of MARS system architecture� For a detailed description�

the reader is referred to ��� ����

User interface� This is the interface where the user can interact with the system� The current

implementation is written in Java applets and accessible over the Internet� The user

interface allows users to graphically pose content�based queries as well as traditional text�

based queries�

Retrieval subsystem� It takes the query speci�ed at the user interface� evaluates the query

using the information stored in all the three databases� and returns to the user im�

ages�videos that are best matches to the input query� The query language supported

allows users to pose complex queries that are composed using low�level visual features

as well as textual descriptions ����� Another unique feature of the MARS retrieval sub�

system is that it supports relevance feedback ���� ���� Relevance feedback is the process
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of automatically adjusting an existing query using the information fed back by the user

about the relevance of previously retrieved objects such that the adjusted query is a better

approximation to the information need of the user ���� ���� This approach greatly reduces

the user�s e	ort of composing a query and captures the user�s information need more

precisely� Detailed description of relevance feedback technique is presented in Chapter ��

Indexing subsystem� For large image collections� it is highly desirable to match queries with�

out searching the entire image collection� To achieve this� multidimensional indexing

techniques need to be utilized� The current MARS�image system uses a clustering�based

indexing approach to facilitate the fast search� For detailed information� please refer to

�����

Feature extraction subsystem� MARS supports both global �whole image� features as well

as local �image region� features� The features used in the system are color� texture�

and shape ����� Speci�cally� we use color histogram and color moments as the color

feature representations ����
 coarseness�contrast�directionality� wavelet�based texture� and

co�occurrence matrix texture as the texture representations ����
 and modi�ed Fourier

descriptors as the shape feature representation �����

��� Dissertation Organization

To clearly present the content of the research� the thesis is divided into two parts� The

�rst part� from Chapter � to Chapter �� deals primarily with image media type� We �rst give

a detailed review of the state�of�the�art of image retrieval in Chapter �� In Chapter � we will

describe the visual features and representations used in MARS for image retrieval� We then

describe our proposed object model and retrieval model �enhanced with relevance feedback� in

Chapter �� Future research directions of image retrieval are given in Chapter ��

Having the knowledge and techniques in Part I� we will address the video media type in

Part II� from Chapter � to Chapter ��� We �rst give a review� in Chapter � on video analysis at
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various levels� including shot boundary detection� key frame extraction� etc� We then present

our proposed video analysis technique � video Table of Contents construction � in Chapter ��

Future research topics are suggested in Chapter ���
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PART I IMAGE SYSTEM
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CHAPTER �

INTRODUCTION TO IMAGE ANALYSIS AND RETRIEVAL

Among the various media types� images are of prime importance� Not only is it the most

widely used media type besides text� but it is also one of the most widely used bases for

representing and retrieving videos and other multimedia information�

Image retrieval has been a very active research area since the ����s� with the thrust from two

major research communities� database management and computer vision� These two research

communities study image retrieval from di	erent angles� one being text�based and the other

visual�based�

Text�based image retrieval can be traced back to the late ����s� A very popular framework

of image retrieval at that time was to �rst annotate the images by text and then to use text�

based database management systems �DBMS� to perform image retrieval� Representatives of

this approach are ���� ��� ��� ��� and two comprehensive surveys on this topic are ���� ����

Many advances� such as data modeling� multidimensional indexing� query evaluation� etc� have

been made along this research direction� However� there are two major di�culties� especially

when the size of image collections is large �tens or hundreds of thousands�� One is the vast

amount of labor required in manual image annotation� The other di�culty� which is more

essential� results from the rich content in the images and the subjectivity of human perception�

That is� di	erent people may perceive the same image content di	erently� The perception

subjectivity and annotation impreciseness may cause unrecoverable mismatches in the later

retrieval processes�
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In the early ����s� because of the emergence of large�scale image collections� the two di��

culties faced by the manual annotation approach became increasingly more acute� To overcome

these di�culties� content�based image retrieval was proposed� That is� instead of being manu�

ally annotated by text�based keywords� images would be indexed by their own visual content�

such as color� texture� etc� Since then� many techniques in this research direction have been de�

veloped and many image retrieval systems� both research and commercial� have been built� The

advances in this research direction are mainly contributed by the computer vision community�

Many special issues of leading journals have been dedicated to this topic ���� ��� ��� ��� ����

This approach has established the general framework of modern image retrieval� However�

many research issues remain to be solved before such retrieval systems can be put into practice�

Regarding content�based image retrieval� we feel there is a need to survey what has been

achieved in the past few years and what are the potential research directions that can lead to

compelling applications�

There are three major bases for content�based image retrieval
 visual feature extraction�

multidimensional indexing� and retrieval system design� The remainder of this chapter is orga�

nized as follows� Section ��� reviews various visual features and their corresponding extraction

and representation techniques� To facilitate fast search in large�scale image collections� e	ec�

tive indexing techniques need to be explored� Section ��� evaluates various such techniques�

including dimension reduction and multidimensional indexing� State�of�the�art commercial and

research systems and their distinct characteristics are described in Section ����

��� Feature Extraction

Feature �content� extraction is the basis of content�based Image retrieval� In a broad sense�

features may include both text�based features �keywords� annotations� etc�� and visual features

�color� texture� shape� faces� etc��� However� because automatic generation of keywords from

plain images is not possible at the current stage� we will con�ne ourselves in the techniques

of visual feature extraction� Because of perception subjectivity� a single best presentation for
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a given feature does not exist� As we will see� for any given feature� multiple representations

exist that characterize the feature from di	erent perspectives�

����� Color

Color feature is one of the most widely used visual features in image retrieval� It is rela�

tively robust to background complication and independent of image size and orientation� Some

representative studies of color perception and color spaces can be found in ���� ��� ����

In image retrieval� color histogram is the most commonly used color feature representation�

Statistically� it denotes the joint probability of the intensities of the three color channels� Swain

and Ballard proposed histogram intersection� an L� metric� as the similarity measure for the

color histogram ����� To take into account the similarities between similar but not identical

colors� Ioka ���� and Niblack et al� ���� introduced an L��related metric for comparing the

histograms� Furthermore� considering that most color histograms are very sparse and thus sen�

sitive to noise� Stricker and Orengo ���� proposed to use the cumulated color histogram� Their

research results demonstrated the advantages of the proposed approach over the conventional

color histogram approach �����

Besides color histogram� several other color feature representations have been applied in

image retrieval� including color moments and color sets� To overcome the quantization e	ects

as in color histogram� Stricker and Orengo proposed using the color moments approach ����� The

mathematical foundation of this approach is that any color distribution can be characterized

by the its moments� Furthermore� because most of the information is concentrated on the

low�order moments� only the �rst moment �mean�� and the second and third central moments

�variance and skewness� were extracted as the color feature representation� Weighted Euclidean

distance was used to calculate the color similarity�

To facilitate a fast search over large�scale image collections� Smith and Chang proposed

color sets as an approximation to color histogram ���� ���� They �rst transformed the �R�G�B�

color space into a perceptually uniform space� such as hue�saturation�value �HSV�� and then
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quantized the transformed color space into M bins� A color set is de�ned as a selection of the

colors from the quantized color space� Because color set feature vectors were binary� a binary

search tree was constructed to allow a fast search� The relationship between the proposed color

sets and the conventional color histogram was further discussed ���� ����

����� Texture

Texture refers to the visual patterns with properties of homogeneity that do not result from

the presence of a single color or intensity ����� Texture is an innate property of virtually all

surfaces� including clouds� trees� bricks� hair� fabric� etc� It contains important information

about the structural arrangement of surfaces and their relationship to the surrounding envi�

ronment ����� Because of the importance and usefulness of texture in pattern recognition and

computer vision� research results in the past three decades have been rich� Now� texture �nds

its way in image retrieval� More and more research achievements are being added to the texture

representations�

In the early ����s� Haralick et al� proposed the co�occurrence matrix representation of

texture feature ����� This approach explored the gray level spatial dependence of texture� It �rst

constructed a co�occurrence matrix based on the orientation and distance between image pixels

and then extracted meaningful statistics from the matrix as the texture representation� Many

other researchers followed the same line and further proposed enhanced versions� For example�

Gotlieb and Kreyszig studied the statistics originally proposed in ���� and experimentally found

out that contrast� inverse deference moment� and entropy had the biggest discriminatory power

�����

Motivated by the psychological studies in human visual perception of texture� Tamura et al�

explored the texture representation from a di	erent angle ����� They developed computational

approximations to the visual texture properties found to be important in psychology studies�

The six visual texture properties were coarseness� contrast� directionality� linelikeness� regular�

ity� and roughness� One major distinction between the Tamura texture representation and the
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co�occurrence matrix representation is that all the texture properties in Tamura representation

are visually meaningful whereas some of the texture properties used in co�occurrence matrix

representation may not be� This characteristic makes the Tamura texture representation very

attractive in image retrieval� as it can provide a more friendly user interface� The Query By

Image Content �QBIC� system ���� and the MARS system ��� ��� further improved this texture

representation�

In the early ����s� after wavelet transform was introduced and its theoretical framework

established� many researchers began to study the use of wavelet transform in texture represen�

tation ���� ��� ��� ��� ��� ���� Smith and Chang ���� ��� used the statistics �mean and variance�

extracted from the wavelet subbands as the texture representation� This approach achieved over

��� accuracy on the ��� Brodatz texture images� To explore the middle�band characteristics�

a tree�structured wavelet transform was used by Chang and Kuo ���� to further improve the

classi�cation accuracy� Wavelet transform was also combined with other techniques to achieve

better performance� Gross et al� used wavelet transform� together with Karhunen�Loeve �KL�

expansion and Kohonen maps� to perform texture analysis in ����� Thyagarajan et al� ���� and

Kundu and Chen ���� combined wavelet transform with co�occurrence matrix to take advantage

of both statistics�based and transform�based texture analysis�

There are quite a few review papers in this area� An early review paper by Weszka et

al� compared the texture classi�cation performance of Fourier power spectrum� second�order

gray level statistics �co�occurrence matrix�� and �rst�order statistics of gray level di	erences

����� They tested the three methods on two sets of terrain samples and concluded that Fourier

method performed poorly� and the other two were comparable� In ����� Ohanian and Dubes

compared and evaluated four types of texture representations� namely Markov random �eld

representation ����� multichannel �ltering representation� fractal based representation ����� and

co�occurrence representation� They tested the four texture representations on four test sets�

two synthetic �fractal and Gaussian Markov random �eld� and two natural �leather and painted

surfaces�� They discovered that co�occurrence matrix representation performed best in their test
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sets� In a more recent paper� Ma and Manjunath ���� evaluated the texture image annotation

by various wavelet transform representations� including orthogonal and bi�orthogonal wavelet

transforms� tree�structured wavelet transform� and Gabor wavelet transform� They found that

the Gabor transform was the best among the tested candidates� matching the human vision

study results �����

����� Shape

An important criterion for shape feature representation is that it should be invariant to

translation� rotation� and scaling� since human beings tend to ignore such variations for recog�

nition and retrieval purpose� In general� the shape representations can be divided into two

categories� boundary�based and region�based� The former uses only the outer boundary of the

shape� and the latter uses the entire shape region ����� The most successful representatives for

these two categories are Fourier descriptor and moment invariants�

The main idea of Fourier descriptor is to use the Fourier transformed boundary as the shape

feature� Some early work can be found in ���� ���� To take into account the digitization noise

in the image domain� Rui et al� proposed a modi�ed Fourier descriptor that is both robust to

noise and invariant to geometric transformations �����

The main idea of moment invariants is to use region�based moments� which are invariant

to transformations� as the shape feature� Hu ���� identi�ed seven such moments� Based on

his work� many improved versions emerged� Based on the discrete version of Green�s theorem�

Yang and Albregtsen ���� proposed a fast method of computing moments in binary images�

Motivated by the fact that most useful invariants were found by extensive experience and

trial and error� Kapur et al� developed algorithms to systematically generate and search for

a given geometry�s invariants ����� Realizing that most researchers did not consider what

happened to the invariants after image digitization� Gross and Latecki developed an approach

that preserved the qualitative di	erential geometry of the object boundary� even after an image

was digitized ����� In ���� ���� a framework of algebraic curves and invariants is proposed to
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represent complex objects in cluttered scene by parts or patches� Polynomial �tting is done

to represent local geometric information� from which geometric invariants are used in object

matching and recognition�

There are some recent work in boundary�based shape representation and matching� including

Chamfer matching ���� ���� Turning function ����� and wavelet descriptor ����� Barrow et al� �rst

proposed the Chamfer matching technique� which compared two collections of shape fragments

at a cost proportional to linear dimension� rather than area ����� In ����� to speed up the

Chamfer matching process� Borgerfos proposed a hierarchical Chamfer matching algorithm� The

matching was done at di	erent resolutions� from coarse to �ne� Along a similar line of Fourier

descriptor� Arkin et al� developed a Turning�function�based method for comparing both convex

and concave polygons ����� In ����� Chuang and Kuo used wavelet transform to describe object

shape� It embraced the desirable properties such as multiresolution representation� invariance�

uniqueness� stability� and spatial localization�

Some recent review papers in shape representations are ���� ���� In ����� Li and Ma showed

that the geometric moments method �region�based� and the Fourier descriptor �boundary�

based� were related by a simple linear transformation� In ����� Mehtre et al� compared the

performance of boundary�based representations �chain code� Fourier descriptor� Universidade

Nova de Lisboa �UNL� Fourier descriptor�� region�based representations �moment invariants�

Zernike moments� pseudo�Zernike moments�� and combined representations �moment invariants

and Fourier descriptor� moment invariants and UNL Fourier descriptor�� Their experiments

showed that the combined representations outperformed the simple representations�

In addition to two�dimensional ��D� shape representations� there were many methods devel�

oped for three�dimensional ��D� shape representations� In ����� Wallace and Wintz presented

a technique for normalizing Fourier descriptors that retained all shape information and that

was computationally e�cient� They also took advantage of an interpolation property of Fourier

descriptor that resulted in e�cient representation of �D shapes� In ����� Wallace and Mitchell

proposed using a hybrid structural�statistical local shape analysis algorithm for �D shape rep�
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resentation� Further� Taubin proposed to use a set of algebraic moment invariants to represent

both �D and �D shapes ����� which greatly reduced the computation required for shape match�

ing�

����� Color layout

Although the global color feature is easy to calculate and can provide reasonable discrimi�

nating power in image retrieval� it tends to give too many false positives when image collection

is large� Many research results suggested that using color layout �both color feature and spatial

relations� is a better solution to image retrieval� To extend the global color feature to a local

one� a natural approach is to divide the whole image into subblocks and extract color features

from each of the subblocks ���� ���� A variation of this approach is the quad�tree based color

layout approach ����� where the entire image was split into quad�tree structure and each tree

branch had it own histogram to describe its color content� Although conceptually simple� this

regular�subblock�based approach cannot provide accurate local color information and is com�

putation � and storage � expensive� A more sophisticated approach is to segment the image

into regions with salient color features by color set back�projection and then to store the po�

sition and color set feature of each region to support later queries ����� The advantage of this

approach is its accuracy while the disadvantage is the general di�culty of performing reliable

image segmentation�

To achieve a good trade�o	 between the above two approaches� several other color layout

representations were proposed� In ����� Rickman and Stonham proposed a color tuple histogram

approach� They �rst constructed a code book that described every possible combination of

coarsely quantized color hues that might be encountered within local regions in an image� Then

a histogram�based on quantized hues was constructed as the local color feature� In ����� Stricker

and Dimai extracted the �rst three color moments from �ve prede�ned partially overlapping

fuzzy regions� The use of the overlapping region made their approach relatively insensitive to

small regions transformations� In ����� Pass et al� classi�ed each pixel of a particular color as
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either coherent or incoherent� based on whether or not it is part of large similarly colored region�

By using this approach� widely scattered pixels were distinguished from clustered pixels� thus

improving the representation of local color features� In ����� Huang et al� proposed what they

called a color �correlogram� based color layout representation� They �rst constructed a color

co�occurrence matrix and then used the auto�correlogram and correlogram as the similarity

measures� Their experimental results showed that this approach was more robust than the

conventional color histogram approach in terms of retrieval accuracy �����

Along the same line of color layout feature� the layout of texture and other visual features

can also be constructed to facilitate more advanced image retrieval�

����� Segmentation

Segmentation is very important to image retrieval� Both the shape feature and the lay�

out feature depend on good segmentation� In this subsection we will describe some existing

segmentation techniques used in both computer vision and image retrieval�

In ����� Lybanon et al� researched the morphological operation �opening and closing� based

approach in image segmentation� They tested their approach in various types of images� in�

cluding optical astronomical images� infrared ocean images� and magnetograms� While this

approach was e	ective in dealing with the above scienti�c image types� its performance needs

to be further evaluated for more complex natural scene images� In ����� Hansen and Higgins

exploited the individual strengths of watershed analysis and relaxation labeling� Since a fast

algorithm exists for watershed� they �rst used watershed to subdivide an image into catchmen

basins� They then used relaxation labeling to re�ne and update the classi�cation of catchmen

basins initially obtained from watershed to take advantages of relaxation labeling�s robustness to

noise� In ����� Li et al� proposed a fuzzy�entropy�based segmentation approach� This approach

is based on the fact that local entropy maxima correspond to the uncertainties among various

regions in the image� This approach was very e	ective for images whose histogram do not
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have clear peaks and valleys� Other segmentation techniques based on Delaunay triangulation�

fractals� and edge �ow can be found in ���� ��� ����

All the above�mentioned algorithms are automatic� A major advantage of this type of

segmentation algorithm is that it can extract boundaries from large numbers of images with�

out occupying the user�s time and e	ort� However� in an unconstrained domain� for non�

preconditioned images� the automatic segmentation is not always reliable� What an algorithm

can segment in this case is only regions� not objects� To obtain high�level objects� which is

desirable in image retrieval� human assistance is needed�

In ����� Samadani and Han proposed a computer�assisted boundary extraction approach�

which combined manual inputs from the user with the image edges generated by the computer�

In ����� Daneels et al� developed an improved method of active contours� Based on the user�s

input� the algorithm �rst used a greedy procedure to provide fast initial convergence� Sec�

ondly� the outline was re�ned by using dynamic programming� In ����� Rui et al� proposed a

segmentation algorithm based on clustering and grouping in spatial�color�texture space� The

user de�nes where the attractor �object of interest� is� and the algorithm groups regions into

meaningful objects�

Last comment worth mentioning in segmentation is that the requirements of segmentation

accuracy are quite di	erent for shape features and layout features� For the former� accurate

segmentation is highly desirable� whereas for the latter� a coarse segmentation su�ces�

����	 Summary

As we can see from the above descriptions� many visual features have been explored� both

previously in computer vision applications and currently in image retrieval applications� For

each visual feature� there exist multiple representations� which model the human perception of

that feature from di	erent perspectives�

What features and representations should be used in image retrieval depends on the applica�

tion� There is a need to develop an image�content description �model� to organize the features�
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The features not only should be associated with the images but also should be invoked at the

right place and time� whenever they are needed to assist retrieval� The details of this aspect is

discussed in Chapter ��

��� High�Dimensional Indexing

To make the content�based image retrieval truly scalable to large size image collections� e��

cient multidimensional indexing techniques need to be explored� There are two main challenges

in such an exploration for image retrieval


� High dimensionality
 The dimensionality of the feature vectors is normally of the order

of ����

� Non�Euclidean similarity measure
 Because Euclidean measures may or may not e	ec�

tively simulate human perception of a certain visual content� other similarity measures�

such as histogram intersection� cosine� and correlation need to be supported�

Toward solving these problems� one promising approach is to �rst perform dimension reduc�

tion and then use appropriate multidimensional indexing techniques� which can support non�

Euclidean similarity measures�

����� Dimension reduction

Even though the dimension of the feature vectors in image retrieval is normally very high�

the embedded dimension is much lower ���� ���� Before utilizing any indexing technique� it

is bene�cial to �rst perform dimension reduction� There are at least two approaches in the

literature
 Karhunen�Loeve Transform �KLT� and columnwise clustering�

KLT� its variation in face recognition �eigenimage�� and its variation in information analysis

�principal component analysis �PCA�� have been studied by researchers in performing dimen�

sion reduction� In ����� Ng and Sedighian followed the eigenimage approach to carry out the

dimension reduction� and in ���� Faloutsos and Lin proposed a fast approximation to KLT to
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perform the dimension reduction� Experimental results showed that most real data sets �vi�

sual feature vectors� can be considerably reduced in dimension without signi�cantly degrading

retrieval quality ���� ��� ���� Recently� Chandrasekaran et al� developed a low�rank singular

value decomposition �SVD� update algorithm which was e�cient and numerically stable in per�

forming KLT ����� Considering that the image retrieval system is a dynamic system and new

images are continuously added to the image collection� a dynamic update of indexing structure

is indispensably needed� This algorithm provides such a tool�

In addition to KLT� clustering is another powerful tool in performing dimension reduction�

Clustering technique is used in various disciplines such as pattern recognition ����� speech

analysis ����� and information retrieval ����� etc� Normally� it is used to cluster similar objects

�patterns� signals� and documents� together to perform recognition or grouping� This type of

clustering is called row�wise clustering� However� clustering can also be used in columnwise

clustering to reduce the dimensionality of the feature space ����� Experiments show that this is

a simple and e	ective approach�

����� Multidimensional indexing techniques

After we identify the embedded dimension of the feature vectors� we need to select ap�

propriate multidimensional indexing algorithms to index the reduced but still high dimen�

sional feature vectors� There are three major research communities contributing in this area�

i�e�� computational geometry� database management� and pattern recognition� The existing

popular multidimensional indexing techniques include bucketing algorithm� k�d tree� priority

k�d tree ����� quad�tree� K�D�B tree� hB�tree� R�tree� and its variants R��tree and R��tree

����� ���� ���� ���� ���� In addition to the above approaches� clustering and Neural Nets�

widely used in pattern recognition� are also promising indexing techniques ���� �����

The history of multidimensional indexing techniques can be traced back to middle ����s�

when cell methods� quad�tree� and k�d tree were �rst introduced� However� their performances

were far from satisfactory� Pushed by the then�urgent demand of spatial indexing from ge�
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ographical information systems �GIS� and computer aided design �CAD� systems� Guttman

proposed the R�tree indexing structure in ���� ������ Based on his work� many other variants

of R�tree were developed� Sellis et al� proposed R� tree in ������ Greene proposed her variant

of R�tree in ������ In ����� Beckmann et al� proposed the best dynamic R�tree variant� R��tree

������ However� even for R��tree� it was not scalable to dimensions higher than �� �����

Very good reviews and comparisons of various indexing techniques in image retrieval can

be found in ���� ���� The research goal of White and Jain ���� was to provide general�purpose

and domain�independent indexing algorithms� Motivated by k�d tree and R�tree� they proposed

VAM k�d tree �they called it VAM because ��� its split orientation is based on the variance�

and ��� the split position is approximately the mean�� and VAMSplit R�tree� Experimentally�

they found that the VAMSplit R�tree provided the best performance� but the trade�o	 is the

loss of dynamic nature of R�tree� In ����� Ng and Sedighian proposed a three�step strategy

toward image retrieval indexing
 reduce dimensions� evaluate existing indexing approaches�

and customize the selected indexing approach� After dimension reduction with the eigenimage

approach� the following three characteristics of the dimension�reduced data can be used to select

good existing indexing algorithms


� The new dimension components are ranked by decreasing variance

� The dynamic ranges of the dimensions are known

� The dimensionality is still fairly high

On their test data sets� they found that BA�KD�tree gave the best performance�

Considering that most of the tree indexing techniques were designed for traditional database

queries �point queries and range queries� but not for the similarity queries used in image re�

trieval� there was a need to explore the new characteristics and requirements for indexing

structures in image retrieval� Such a technique was explored in ������ where Tagare developed

a tree adaptation approach that re�ned the tree structure by eliminating ine�cient tree nodes

for similarity queries�
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So far� the above approaches only concentrated on how to identify and improve indexing

techniques that are scalable to high dimensional feature vectors in image retrieval� The other

nature of feature vectors in image retrieval� i�e�� non�Euclidean similarity measures� has not

been deeply explored� The similarity measures used in image retrieval may be non�Euclidean

and may even be nonmetric� There are two promising techniques toward solving this problem


clustering and Neural Nets� Charikar et al� ����� proposed an incremental clustering technique

for dynamic information retrieval� This technique had three advantages
 a dynamic structure�

the capability to handle high�dimensional data� and the potential to deal with non�Euclidean

similarity measures� Rui et al� ���� further extended this technique in the direction of supporting

non�Euclidean similarity measure and faster and more accurate search strategies�

Zhang and Zhong ����� proposed using self�organization map �SOM� Neural Nets as the

tool for constructing the tree�indexing structure in image retrieval� The advantages of using

SOM were its unsupervised learning ability� dynamic clustering nature� and the potential of

supporting arbitrary similarity measures� Their experimental results over the Brodatz texture

collection demonstrated that SOM was a promising indexing technique�

A more recent approach �hybrid tree� was proposed by Chakrabarti and Mehrotra ������ A

hybrid tree combines positive aspects of bounding region�based data structures �e�g�� R�tree�

and space partitioning data structures �e�g�� KDB�tree� into a single data structure� It is more

scalable to high dimensionalities and supports queries based on arbitrary distance functions�

��� Image Retrieval Systems

Since the early ����s� content�based image retrieval has been a very active research area�

Many image retrieval systems� both commercial and research� have been built� Most image

retrieval systems support one or more of the following options �����


� Random browsing

� Search by example

� Search by sketch
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� Search by text �including keyword or speech�

� Navigation with customized image categories

We have a rich set of search options today� but systematic studies involving actual users in

practical applications still need to be done to explore the trade�o	s among the di	erent options

listed above� Here� we will select a few representative systems and highlight their distinct

characteristics�

����� QBIC

QBIC ���� �� ��� ��� ���� ���� ��� is the �rst commercial content�based image retrieval

system� Its system framework and techniques have profound e	ects on later image retrieval

systems�

QBIC supports queries based on example images� user�constructed sketches and drawings�

selected color and texture patterns� and the like� The color features used in QBIC are the

average �R�G�B�� �Y�i�q�� �L�a�b�� and MTM �mathematical transform to Munsell� coordinates�

and a k element color histogram ����� Its texture feature is an improved version of the Tamura

texture representation ����� i�e�� combinations of coarseness� contrast� and directionality �����

The shape feature of QBIC consists of shape area� circularity� eccentricity� major axis orien�

tation� and a set of algebraic moments invariants ����� ���� QBIC is one of the few systems

that utilized a high�dimensional indexing technique to facilitate fast searches� In its index�

ing subsystem� KLT is �rst used to perform dimension reduction and then R��tree is used

as the multidimensional indexing structure ����� ���� In its new system� text�based keyword

search can be combined with content�based similarity search� The on�line QBIC demo is at

http���wwwqbic�almaden�ibm�com��

����� Virage

Virage is a content�based image search engine developed at Virage Inc� Similar to QBIC�

Virage ��� ���� supports visual queries based on color� composition �color layout�� texture� and
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structure �object boundary information�� But Virage goes one step further than QBIC� It also

supports arbitrary combinations of the above four atomic queries� The users can adjust the

weights associated with the atomic features according to their own emphasis� In ���� Bach et al�

further proposed an open framework for image management� They classi�ed the visual features

��primitive�� as general �such as color� shape� or texture� and domain speci�c �face recognition�

cancer cell detection� etc��� Various usefully �primitives� can be added to the open structure

depending on the domain requirements� To go beyond the query�by�example mode� Gupta and

Jain proposed a nine�component query language framework in ������ The corresponding demos

of Virage are at http���www�virage�com�cgi�bin�query�e�

����� RetrievalWare

RetrievalWare is a content�based image retrieval engine developed by Excalibur Technologies

Corp� ��� ����� From one of its early publications� we can see that its emphasis was in Neural

Nets to image retrieval ���� Its more recent search engine uses color� shape� texture� brightness�

color layout� and aspect ratio of the image� as the query features ������ It also supports the

combinations of these features and allows the users to adjust the weights associated with each

feature� Its demo page is available at http���vrw�excalib�com�cgi�bin�sdk�cst�cst��bat�

����� Photobook

Photobook ��� is a set of interactive tools for browsing and searching images developed at

MIT Media Lab� Photobook consists of three sub�books� from which shape� texture� and face

features are extracted respectively� Users can then query based on corresponding features in

each of the three sub�books�

In its more recent version of Photobook� FourEyes� Picard and colleagues proposed to include

human in the image annotation and retrieval loop ����� ���� ���� ���� ���� ���� ���� ����� The

motivation of this was based on the observation that there was no single feature which can best

model images from each and every domain� Furthermore� a human�s perception is subjective�
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They proposed a �society of model� approach to incorporate the human factor� Experimental

results show that this approach is e	ective in interactive image annotation ����� �����

����� VisualSEEk and WebSEEk

VisualSEEk ����� ���� is a visual feature search engine and WebSEEk ��� is a World�Wide�

Web�oriented text�image search engine� Both were developed at Columbia University� The

main research features are spatial relationship query of image regions and visual feature extrac�

tion from compressed domain ����� ���� ���� �����

The visual features used in these systems are color set and wavelet transform based texture

features ���� ��� ��� ���� To speed up the retrieval process� these systems also contain binary

tree�based indexing algorithms ����� ���� ���� �����

VisualSEEk supports queries based on both visual features and their spatial relationships�

This enables a user to submit a �sunset� query as red�orange color region on top and blue

or green region at the bottom as its �sketch�� WebSEEk consists of three main modules
 im�

age�video collecting module� subject classi�cation and indexing module� and search� browse�

and retrieval module� It supports queries based on both keywords and visual content� On�line

demos are available at http���www�ee� columbia�edu��sfchang�demos�html�

����	 Netra

Netra is a prototype image�retrieval system developed in the University of California at

Santa Barbara �UCSB� Alexandria Digital Library �ADL� project ���� Netra uses color� texture�

shape� and spatial location information in the segmented image regions to search and retrieve

similar regions from the database� Main research features of the Netra system are its Gabor�

�lter�based texture analysis ����� ��� ���� ����� Neural�Nets�based image thesaurus construction

����� ���� ����� and edge��ow�based region segmentation ����� The on�line demo is available at

http���vivaldi�ece�ucsb�edu�Netra��
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����� MARS

MARS �multimedia analysis and retrieval system� was developed at University of Illinois at

Urbana�Champaign ��� ��� ���� ��� ��� ��� ��� ���� ��� ���� MARS di	ers from other systems in

both its research scope and the techniques used� It is an interdisciplinary research e	ort involv�

ing multiple research communities
 computer vision� database management system �DBMS��

and information retrieval �IR�� The research features of MARS are the integration of DBMS and

IR �exact match with ranked retrieval� ��� ���� integration of indexing and retrieval �how the

retrieval algorithm can take advantage of the underline indexing structure� ����� and integration

of computer and human� The main focus of MARS is not on �nding a single �best� feature

representation� but rather on how to organize various visual features into a meaningful retrieval

architecture that can dynamically adapt to di	erent applications and di	erent users� MARS

formally proposes a relevance feedback architecture in image retrieval ���� and integrates such

technique at various levels during retrieval� including query vector re�nement ������ automatic

matching tool selection ����� and and automatic feature adaption ���� ���� The on�line demo is

available at http���jadzia�ifp�uiuc�edu��			�

����
 Other systems

ART MUSEUM ������ developed in ����� is one of the earliest content�based image re�

trieval systems� It uses edge feature as the visual feature for retrieval� Blobworld �����

developed at The University of California at Berkeley provides a transformation from the

raw pixel data to a small set of localized coherent regions in color and texture space� This

system allows the user to view the internal representation of the submitted image and the

query results� thereby allowing the user to know why some �nonsimilar� images are returned�

The user can then modify his or her query accordingly� The distinct feature of CAETIIML

�http���www�videolib�princeton�edu�test�retrieve�� built at Princeton University� is its combina�

tion of the on�line similarity searching and o	�line subject searching ������ More image retrieval

systems can be found in ����� ���� ���� ���� ���� ���� ���� ���� �����
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CHAPTER �

IMAGE ANALYSIS� VISUAL FEATURES USED IN THE

THESIS

After discussing the general feature extraction techniques in the previous chapter� we will

describe the image features used in this thesis� Speci�cally� the features include color� texture�

and shape features� As discussed in the previous chapter� the e	ectiveness and robustness of

feature extraction and representation is essential to good retrieval results�

��� Color Feature

To represent color� we choose the HSV space due to its de�correlated and uniform coordi�

nates� We have tested two representations in our system
 color histogram and color moments�

For color histogram� since V coordinate is easily a	ected by the lighting condition� we use only

HS coordinates to form an �� � two�dimensional histogram� To measure distance between two

color histograms� we compute the amount of nonoverlap between the two histograms� which is

de�ned as follows


distcolor � ��
i�NX
i��

min�H��i��H��i�� �����

where H� and H� are the two histograms and N is the number of bins used in the histogram�

The above intersection based measure of distance provides an accurate and e�cient measure of

�dis�similarity between two images based on their color�
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For color moments� because high�order moments are independent of the intensity absolute

values� we use all three channels in the HSV space� For each channel� the �rst three moments

�mean� standard deviation� and skewness� are extracted� The similarity measure is generalized

Euclidean�

��� Color Layout Feature

While the global color feature is useful for queries on the relative amount of each color in

an image
 it is not useful for queries on the spatial location of colors� For example� it is not

possible to retrieve all images that contain a red region above and to the right of a large blue

region based solely on the color histogram� Such queries can be answered correctly only if an

image can be accurately segmented into regions of di	erent color� which is di�cult to achieve�

But for queries relating to simple spatial relationships between colors� a relatively nonideal

segmentation may still be su�cient�

To represent spatial arrangement of colors in an image� we do a simple k�means clustering

on the HSV histogram of an image to produce a rough segmentation� For each region in the

segmentation� we store the following information for color indexing
 centroid� area� eccentricity�

average color� and maximum bounding rectangle� Images will be searched by comparing the

relative locations and colors of the indexed regions to see if they matched the color layout query�

��� Texture Feature

Texture feature is another very important feature in image retrieval� We have explored

three texture representations�

����� Coarseness�contrast�directionality texture representation

To represent texture of an image� a CCD �coarseness� contrast� and directionality� texture

feature representation was developed in ���� ���� Coarseness is a measure of granularity of the
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texture� i�e�� �ne versus coarse� Contrast represents the distribution of luminance of the image

and is de�ned as

contrast � ������
��� �����

where �� � u���
�� Here � and u� are the standard deviation and the fourth central moment

of the luminance� respectively� Directionality is a measure of how �directional� the image is�

Using the above de�nitions of CCD� texture is represented as a set of three numbers� A problem

with the above described CCD features is that it is sensitive to noise� We have developed and

implemented an enhanced version of CCD by using histogram�based features� At each image

pixel we compute these three texture features from the pixel�s local neighborhood� The set

of feature vectors from all image pixels forms the ��D global texture histogram� We compute

these measures for each image and use a weighted Euclidean distance function as the matching

criteria� The method described by Tamura ���� �used by QBIC� uses three scalar measures�

and does not consider the relationship between texture components� Our method includes this

texture information and thus returns better matches �i�e�� the textures are perceptually more

similar��

����� Co�occurrence matrix texture representation

This approach explores the texture features by analyzing the gray�tone spatial dependencies

����� We �rst de�ne a matrix of relative frequencies with which two pixels separated by distance

d at a speci�ed angle occur on the image� one with gray�tone i and the other with gray�tone j�

Such a matrix depends on the angle selected� We construct four such matrices� corresponding

to �� ��� �� and ��� degrees� respectively�

After we construct the co�occurrence matrices� various statistical properties can be extracted

as the texture feature� In this thesis� we use the most e	ective two features
 contrast �CTR��

and inverse di	erence moment �IDM��
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����� Wavelet texture representation

An input image is fed into a wavelet �lter bank and is decomposed into de�correlated

subbands� Each subband captures the feature of some scale and orientation of the original

image�

Speci�cally� we decompose an image into three wavelet levels
 thus having �� subbands� For

each subband� the standard deviation of the wavelet coe�cients is extracted� The �� standard

deviations are used as the texture representation for the image�

��� Shape Feature

Although shape is a very important feature that a human can easily extract from an image�

reliable automatic extraction and representation of shapes is a challenging open problem in

computer vision�

Some simple shape features are the perimeter� area� number of holes� eccentricity� symmetry�

etc� Although these features easy to compute� they usually return too many false positives to

be useful for content�based retrieval�

We use a modi�ed Fourier descriptor �MFD� ���� in the MARS system� The proposed MFD

satis�es the following four conditions


�� Robustness to transformation
 The representation must be invariant to translation� ro�

tation� and scaling of shapes� as well as the starting point used in de�ning the boundary

sequence�

�� Robustness to noise
 Shape boundaries often contain local irregularities due to image

noise� More importantly� spatial discretization introduces distortion along the entire

boundary� The representation must be robust to these types of noise�

�� Feature extraction e�ciency
 Feature vectors should be computed e�ciently�
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�� Feature matching e�ciency
 Since matching is done on�line� the distance metric must

require a very small computational cost�

��� Image Segmentation

Both the shape feature and the layout feature need the support from the image segmentation

module� Our image segmentation is based on clustering and grouping in spatial�color�texture

space� For a typical natural image� there is a high number of di	erent colors and textures� A

k�means clustering is one way to reduce the complexity while retaining salient color and texture

features�

�� Randomly pick c starting points in the color�texture space as the initial means�

�� Cluster each point as belonging to the nearest neighbor mean�

�� Compute the new mean for each cluster�

�� Repeat � and � until all the clusters converge �i�e�� when the number of pixels and mean

value of each cluster do not change��

After this procedure� we have c clusters� each of which may corresponds to a set of image

pixels� We de�ne cluster as a natural group which has similar features of interest� The image

pixels corresponding to a particular cluster may or may not be spatially contiguous� We de�ne

a region as one of the spatially connected regions corresponding to a cluster�

The k�means clustering generally produces regions of various sizes
 some of the regions are

very small �containing only a few pixels�� We consider these regions as speckle noise and set a

minimum region size threshold to �lter out these small regions� The deleted regions are merged

with the largest neighboring region�

After k�means clustering we have c clusters� each corresponding to several spatial regions�

The next step is to extract the desired object from the regions�

��



One way to do this is to de�ne a threshold in color�texture space� If a region�s color�

texture feature is above the threshold� then this region is considered the object� Otherwise� it

is considered background� One obvious disadvantage of this thresholding method is that the

threshold is image�dependent� We propose an attraction�based grouping method �ABGM� to

overcome this disadvantage� The method is motivated by the way the human visual system

might do the grouping�

As de�ned in physics�

F�� � G
M�M�

d�

re�ects how large the attraction is between the two masses M� and M� when they are of

distance d� In ABGM� we use the similar concept� but now M� and M� are the size of the

two regions� and d is the Euclidean distance between the two regions in six�dimensional ���D�

spatial�color�texture space�

The ABGM method is described as follows


�� Choose attractor region Ai�s from the clustered regions according to the knowledge of the

application at hand�

�� Randomly choose an unlabeled region Rj� Find the attractions Fij between Ai and Rj �

�� Associate region Rj with the attractor Ai that has the largest attraction to Rj�

�� Repeat steps � and � until all the regions are labeled�

�� Form the output segmentation by choosing the attractor of interest and its associated

regions�

Note that if the attractor is bigger or closer �in ��D space� to a unlabeled region� its attrac�

tion will be larger and thus the unlabeled region will be labeled to this attractor with higher

probability� This is what a human visual system might do in the labeling process�
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CHAPTER �

IMAGE RETRIEVAL USING RELEVANCE FEEDBACK

Despite the extensive research e	ort� the retrieval techniques used in content�based image

retrieval �CBIR� systems lag behind the corresponding techniques in today�s best text search

engines� such as Inquery ������ Alta Vista� and Lycos� One reason is that the information

embedded in an image is far more complex than that in text� To better understand the history

and methodology of CBIR and how we can improve CBIR�s performance� we will �rst introduce

an image object model before we go into the details of the discussions� An image object �O�

can be modeled as a function of the image data �D�� features �F �� and representations �R��

This is described below and also shown in Figure ���


O � O�D�F�R� �����

� D is the raw image data� e�g�� a JPEG image�

� F � ffig� i � �� � � � � I is a set of visual features associated with the image object� such

as color� texture� and shape�

� Ri � frijg� j � �� � � � � Ji is a set of representations for a given feature fi � e�g�� both color

histogram and color moments are representations for the color feature ����� Note that�

each representation rij itself is normally a vector consisting of multiple components� i�e��

�rij � �rij�� ���� rijk� ���� rijKij
� �����

where Kij is the length of the vector �rij �
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Figure ��� The image object model

This image model has three information abstraction levels �object� feature and representa�

tion�� increasing in the information granularity� Furthermore� di	erent weights �U at the object

level� Vi at the feature level� and Wij at the representation level� exist to re�ect a particular

entity�s importance to its upper level� Most of the existing research in CBIR can �t in this

comprehensive image object model� even though most research only explores part of it� We

next brie�y review the history and methodology of CBIR with respect to this model�

At the early stage of CBIR� research primarily focused on exploring what is the �best� fea�

ture �fi� for a given image or the �best� representation �rij� for a given feature� For example�

for the texture feature alone� almost a dozen representations have been proposed ����� including

Tamura ����� MSAR ������ Word decomposition ������ Fractal ������ Gabor Filter ����� ��� and

Wavelets ���� ��� ���� Once the �best� features and representations are found� their correspond�

ing weights �Vi and Wij� are further �xed by the system designer based on his or her judgment

of the importance of each rij�s and rijk�s� In addition� at the query stage� the user is asked

to specify the weights at the object level �U�� Based on the user�s query image and speci�ed

weights� the retrieval system then tries to �nd similar images to the user�s query�

In this type of approach� there is no human�computer interaction except that the user has

to give a set of weights �U�� We therefore refer to this type of approach as an isolated approach�

While this approach establishes the basis of CBIR� its performance is not satisfactory because

of the following two reasons
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� Specifying the object level weights �U� imposes a burden on the user� as it requires the

user to have comprehensive knowledge of the visual features used in the retrieval system

and how they related to his or her information need� This is not easy for an expert to do�

let alone a normal user�

� Specifying feature and representation levels� weights �Vi and Wij� imposes a burden on

the system designer as well� Not knowing beforehand which rij and rijk can best match

a particular user�s perception of image content� it is almost impossible for the system

designer to give accurate values for Vi and Wij� Furthermore� these weights can not be

easily obtained by training on typical users� because human perception of image content

is subjective� That is� di	erent persons� or the same person under di	erent circumstances�

may perceive the same visual content di	erently� This is called human perception subjec�

tivity ����� The subjectivity exists at various levels� For example� one person may be more

interested in an image�s color feature� and another may be more interested in the texture

feature� Even if both people are interested in texture� how they perceive the similarity of

texture may be quite di	erent� This is illustrated in Figure ����

�a� �b� �c�

Figure ��� Subjectivity in perceiving the texture feature �three textures in �a� to �c��

Among the three texture images� some may say that �a� and �b� are more similar if

they do not care for the intensity contrast� while others may say that �a� and �c� are more

similar if they ignore the local property on the seeds� No single texture representation

�rij� can capture everything� Di	erent representations capture the visual feature from

di	erent perspectives�
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The above situation makes the isolated approach di�cult to use� The burden imposed on

both the user and system designer boils down to one thing� That is� in this approach� all

the weights are static ��xed�� For static weights� it is not possible to correctly model a user�s

information need�

Motivated by the limitations of the isolated approach� recent research in CBIR has moved

to an interactive mechanism that involves a human as part of the retrieval process ���� ����

���� ����� Examples include interactive region segmentation ����� interactive image database

annotation ����� ����� usage of supervised learning before the retrieval ����� ����� and interactive

integration of keywords and high level concepts to enhance image retrieval performance ��� �����

Based on the above analysis� in this chapter we explore interactive approaches that address

the di�culties faced by the isolated approach� In particular� we will focus on techniques for

interactive image retrieval based on relevance feedback� in which both user and computer in�

teract to re�ne the user�s true information need� Relevance feedback is a powerful technique

�rst introduced in traditional text�based information retrieval systems� It is the process of

automatically adjusting an existing query using the information fed back by the user about the

relevance of previously retrieved objects such that the adjusted query is a better approximation

to the user�s information need ����� ��� ���� In a interactive system� neither the user nor the

system designer needs to specify any weights� The user only needs to mark which images he

or she thinks are relevant to his or her query� The weights associated with the query object

are dynamically updated to model the user�s information need and perception subjectivity� In

general� there are three approaches to relevance feedback in image retrieval� One is based on

arti�cial intelligence �AI� learning techniques ������ one on Bayesian framework ������ and the

other on information retrieval �IR� techniques ����� ����� The last one is the most widely used

and is the topic of this chapter�

The rest of the chapter is organized as follows� Section ��� describes a retrieval model based

on the proposed image object model �Figure ���� and discusses how to compute the distance

between two image objects� How to estimate weights U� Vi� and Wij � as well as the query
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vector� is essential to the interactive approach� We therefore explore various techniques in pa�

rameter �weights and queries� updating� ranging from heuristic�based approach to optimization

approach� They are discussed in great detail in Sections �������� Experimental results of the

proposed approaches over multiple data sets are given in Section ���� Concluding remarks are

given in Section ����

��� The Retrieval Process Based on Relevance Feedback

In order to compare the distance between two images� we need to de�ne a retrieval model�

The object model O�D�F�R� together with a set of distance measures speci�es a retrieval

model�

Let the distance measures at the three levels be ���� �� and ���� How many arguments

they have will depend on which forms �e�g�� linear or quadratic� they are taking �see Equations

������ ������ and �������� Let �rmij � m � �� � � � �M 
 i � �� � � � � I
 j � �� � � � � Ji be the the ij
th

representation vector for the mth image in the database� whereM is the total number of images

in the database� I the number of features� and Ji the number of representations for feature i�

Let �qij � i � �� � � � � I
 j � �� � � � � Ji be the query vector for the ij
th representation� The retrieval

process can be described as follows and also illustrated in Figure ����
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Figure ��� The retrieval process
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�� Initialize the values of the weights U� Vi and Wij �

�� The distance between an image and a query in terms of the ijth representation is

dm��rij� � �ij��rmij � �qij�Wij�

m � �� � � � �M

i � �� � � � � I

j � �� � � � � Ji

where �rmij is the ij
th representation vector for themth image in the database� and dm��rij�

denotes the distance between the mth image and a query in terms of representation ij�

�� The distance between the image and the query in terms of feature i is then

dm�fi� �  i� dm��rij � Vi�

�  i� �ij��rmij � �qij�Wij�� Vi�

�� The overall distance is then

dm � ��dm�fi� U�

� �� i� �ij��rmij � �qij�Wij�� Vi�� U�

�� The images in the database are ordered by their overall distances to the query �dm�� The

NRT most similar ones are returned to the user� where NRT is the number of images the

user wants to retrieve�

�� For each of the retrieved images� the user provides a degree�of�relevance score� according

to the user�s information need and perception subjectivity�

�� The system dynamically updates the parameters �described in Sections �������� according

to the user�s feedback such that the adjusted query �qij and weights U� Vi�Wij better match

the user�s information need�
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�� Go to Step � with the adjusted parameters and start a new iteration of retrieval until the

user is satis�ed�

In Figure ���� the information need embedded in the query Q �ows up while the content of

image object O �ows down� They meet at the dashed line� where the distance measures are

applied to calculate the distance values between Q and O�

Whether a retrieval model can update its parameters �weights or query vectors or both�

distinguishes the interactive approach from the isolated approach� In the isolated approach� all

the parameters �weights and query vectors� are �xed� Because of the �xed parameters� this

approach cannot e	ectively model the user�s information need and perception subjectivity� This

approach also places a burden on both the user and the system designer� On the other hand�

for the interactive approach� weights and query vectors are dynamically updated via relevance

feedback� The burden of specifying the weights is removed from the user�

It is clear that the most essential part of the retrieval model is parameter updating� We

next present two such approaches� a heuristic one� and an optimal one� The former is faster to

compute but has less accuracy� and the latter is optimal for the given objective function but

needs more time and computing power�

��� Parameter Updating� A Heuristic Approach

In this approach� we restrict the distance measures ��� and  ��i to be linear functions in

both their corresponding entities and their weights� and �ij�� to be linear in their weights but

arbitrary in corresponding entities� that is�

dm � �� i � �ij ��rmij � �qij �Wij�� Vi�� U�

�
IX
i��

ui

JiX
j��

vij�ij��rmij � �qij � �wij�

where U takes the form of a vector �uT � �u�� � � � � ui� � � � � uI � and ui is the weight for the i
th

feature
 Vi takes the form of a vector �vTi � �vi�� � � � � vij � � � � � viJi � and vij is the weight for the
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ijth representation
 Wij takes the form of a vector �w
T
ij � �wij�� � � � � wijk� � � � � wijKij

� and wijk is

the weight for the kth component for representation ij
 and T denotes transpose of a matrix or

a vector�

The reason that we can assume ��� and  i�� to be linear functions is that the weights are

proportional to the entities� relative importance ������ For example� if a user cares twice as

much about one feature �color� as he does about another feature �shape�� the overall similarity

would be a linear combination of the two individual similarities with the weights being ���

and ���� respectively ������ Note that� at the representation level� the distance measure �ij

normally cannot be simpli�ed to linear functions� For example� intersection distance is used in

histogram comparison and Euclidean is used for wavelet texture comparison�

Because ��� and  i�� are both linear functions� we can combine the object level and feature

level into a single level� that is�

dm �
IX
i��

uidm��ri� �����

dm��ri� � �i��rmi� �qi� �wi� �����

where I is now rede�ned as the total number of representations
 i is the index for a particular

representation
 and ui rede�ned as the weight directly from the image object to the ith repre�

sentation� We next discuss how to update these two levels� weights� as well as how to re�ne the

query vector� in the following three subsections�

����� Update of the query vector �qi

It is clear that the speci�cation of the query vector �qi is critical� because the computed

distance values �dm�s� are based on them� However� it is usually di�cult for a user to map his

or her information need into a query vector precisely� Relevance feedback is a way of re�ning

the query vectors ���� ���� ����

The mechanism of this method can be described elegantly in the vector space� If the sets

of relevant images �DR� and nonrelevant images �DN � are known� the optimal query can be
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proven to be ���� ��� ����

�q�i �
�

NR

X
n�DR

�xni �
�

NT �NR

X
i�DN

�xni �����

where NR is the number of documents in DR� NT the number of the total documents� and �xni

is the nth training sample in the sets D�

R and D
�

N �

In practice� DR andDN are not known in advance� However� the relevance feedback obtained

from the user furnishes approximations to DR and DN � which are referred as� D
�

R and D
�

N �

The original query �qi can be modi�ed by putting more weights on the relevant components

and less weights on the nonrelevant ones


�q �

i � ��qi ! ��
�

NR�

X
n�D�

R

�xni�� ��
�

NN �

X
n�D�

N

�xni�

i � �� � � � � I

where �� �� and � are suitable constants ���� ����� and NR� and NN � are the numbers of objects

in the relevant set D�

R and nonrelevant set D
�

N �

����� Update of �wi

The vector �wi consists of Ki components� associated with �rmi and �qi� Each component

wik� k � �� � � � �Ki re�ects the di	erent contribution of a component to the representation

vector �ri� For example� in the wavelet texture representation� we know that the mean of a

subband may be corrupted by the lighting condition� while the standard deviation of a subband

is independent of the lighting condition� Therefore� more weight should be given to the standard

deviation component� and less weight to the mean component� The support of di	erent weights

for �ri�s enables the system to have more reliable feature representation and thus better retrieval

performance�

A standard�deviation�based weight updating approach has been proposed in our previous

work ������ Out of the NRT returned objects� for those objects that are marked with highly

relevant or relevant by the user� stack their representation vector �ri�s to form a N �Ki matrix�

where N is the number of objects marked with highly relevant or relevant� In this way� each
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column of the matrix is a length�N sequence of rik� k � �� � � � �Ki�s� Intuitively� if all the relevant

objects have similar values for the component rik� it means that the component rik is a good

indicator of the user�s information need� On the other hand� if the values for the component

rik are very di	erent among the relevant objects� then rik is not a good indicator� Based on

this analysis� the inverse of the standard deviation of the rik sequence is a good estimation of

the weight wik for component rik� That is� the smaller the variance� the larger the weight and

vice versa�

wik �
�

�ik
�����

where �ik is the standard deviation of the length�N sequence of rik�s� Here we assume that the

user will mark more than two images as relevant or highly relevant� such that �ik is computable�

Even though simple� we later show that this heuristic based weight updating approach is actually

optimal under some conditions �Section �������

����� Update of �u

The vector �u consists of I elements� associated with each representation� Each ui� i �

�� � � � � I� re�ects the user�s di	erent emphasis of a representation in the overall distance measure�

The support of di	erent weights enables the user to specify his or her information need more

precisely� We next develop a heuristic approach to update ui�s according to the user�s relevance

feedback�

Let RT be the set of the most similar NRT image objects according to the overall distance

value dm �Equation ������


RT � �RT�� ���� RTl� ���� RTNRT
� �����

Let Score be the set containing the degree�of�relevance scores fed�back by the user for RTl�s

�see Section ����
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� �� if highly relevant �����

� �� if relevant �����

Scorel � �� if no�opinion ������

� ��� if non�relevant ������

� ��� if highly non�relevant ������

The choice of �� �� �� ��� and �� as the scores �degree�of�relevance� is arbitrary� Experimentally

we �nd that the above scores capture the semantic meaning of highly relevant� relevant� etc� In

Equations ������������� we provide the user with � levels of relevance� Although more levels may

result in more accurate feedback� it is less convenient for the user to interact with the system�

Experimentally we �nd that � levels is a good trade�o	 between convenience and accuracy�

For representation i� let RT i be the set containing the most similar NRT image objects to

the query Q� according to the distance values dm��ri� �Equation ������


RT i � �RT i
�� ���� RT

i
l � ���� RT

i
NRT

� ������

To calculate the weight for representation i� �rst initialize ui � �� and then use the following

procedure


ui � ui ! Scorel� if RT
i
l is in RT ������

� ui ! �� if RT i
l is not in RT ������

l � �� ���� NRT ������

Here� we consider all the images outside set RT as marked with no opinion and have the

score of �� After this procedure� if ui � �� set it to � �weights are non�negative�� Intuitively�

the above procedure means the more the overlap of relevant objects between RT and RT i�

the larger the weight of ui� That is� if a representation re�ects the user�s information need� it

receives more emphasis�
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��� Parameter Updating� Optimal Approaches

In the previous section� we have discussed a heuristic approach to parameter updating� which

is both easy to implement and quick to compute� However� because it is heuristic based� there

is no optimality guarantee of any kind� In this and next sections we will explore optimization

based approach for parameter updating� For simplicity� in the remaining discussion� we will

combine the object level and feature level into a single level� That is� the distance between an

image and a query is calculated as

dm � �� �i ��rmi� �qi�Wi�� U� ������

where I is now rede�ned as the total number of representations
 i is the index for a particular

representation
 and U is rede�ned as the weight directly from the image object to the ith

representation�

The remaining of the chapter is organized as follows� The parameter update for the rep�

resentation level has attracted a lot of attention from researchers� The rest of this section is

dedicated to this topic� where we review� analyze� and compare various approaches� How to

update the parameters at the object level is much less addressed in the literature� To authors�

best knowledge� the only seen approach is the one we discussed in Section ���� Even worse�

there is no approach which can update both the object level and the representation level simul�

taneously� In the next section �Section ����� we will develop a few approaches to address this

problem�

����� Parameter update at the representation level

Among the three levels in the image object model �Figure ����� the representation level is the

most concrete� because the distance between an image and a query can be directly computed at

this level� Because of this� researchers have developed many techniques for updating parameters

�weights and query vectors� at this level�
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The �rst paper appeared on this topic is ������ In this paper� Rui et al� discussed two

approaches for query re�nement� One approach is to move the query vector

�q �

i � ��qi ! ��
�

NR�

X
n�D�

R

�xni�� ��
�

NN �

X
n�D�

N

�xni�

i � �� � � � � I

where �� �� and � are suitable constants ���� ����
 NR� and NN � are the numbers of objects in

the relevant set D�

R and non�relevant set D
�

N 
 and �xni is the n
th training sample in the sets D�

R

and D�

N �

The other approach is to update the weights associated with the query vector �q� As we have

discussed in Section ������ a standard deviation approach was devised to compute wik


wik �
�

�ik
������

where �ik is the standard deviation of the length�N sequence of rik�s �see Section �������

Since the appearance of the above approaches to relevance feedback in image retrieval� many

improved versions have been proposed� One of the most elegant one is MindReader� developed

by Ishikawa et al� ������ After some revisions� the MindReader algorithm can be summarized

as follows�

The distance function used for �i�� is a generalized Euclidean function� That is� the distance

between an image and a query in terms of representation i is de�ned as


dm�ri� � ��rmi � �qi�
T Wi ��rmi � �qi� ������

where T denotes transpose� and Wi is a �Ki � Ki� weight matrix associated with the i
th

representation� Note that both �rmi and �qi are vectors of length Ki�

Let N denotes the number of training samples �the images fed back by the user�� Let

�	 � �	�� � � � � 	n� � � � � 	N �� 	n 
 � be the vector of degree�of�relevance for the corresponding

training samples� They proposed to solve the following optimization problem

minJ �
NX
n��

	n ��xni � �qi�
T Wi ��xni � �qi�

s�t� det�Wi� � �
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where �xni denotes the n
th training sample and is a vector of length Ki�

By forming the Lagrange multiplier as

L � J ! � �det�Wi�� �� ������

we can obtain the optimal solutions for �qi and Wi �����

�qi
T �

�
�	 T XiPN
n�� 	n

������

W �

i � �det�Ci��
�

Ji C��
i ������

where Xi is the training sample matrix for representation i� obtained by stacking the N training

vectors ��xni� into a matrix� It is therefore a �N �Ki� matrix� The term Ci is the �Ki �Ki�

weighted covariance matrix of Xi� That is�

Cirs �

PN
n�� 	n �xnr � qr� �xns � qs�PN

n�� 	n

r� s � �� � � � �Ki

Both solutions match our intuition nicely� The optimal query vector is the weighted average

of the training samples� The optimal weight matrix is inversely proportional to the covariance

matrix of the training samples�

MindReader formulated an optimization problem to solve for best �qi and Wi� We can arrive

at similar and even simpler solutions by formulating a MLE �maximum likelihood estimation�

problem� Assume the training samples obey the normal distribution of N���i�"i�� where ��i

and "i are the mean vector and covariance matrix respectively� and they are independent and

identically distributed �iid�� The training samples therefore will form a single cloud or cluster

and the centroid of the cluster is the ideal query vector� which achieves minimum distance

distortion and maximum likelihood� That is� �qi � ��i� We further de�ne the distance between

a training sample and the query vector to be the Mahalanobis distance


dn�ri� � ��xni � ��i�
T "��i ��xni � ��i� ������

where "��i plays the role of Wi�
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Assume the training samples are iid� the likelihood function and log likelihood function can

be written as

L���i�"i� �
NY
n��

p��xnij��i�"i�

LL���i�"i� �
NX
n��

p��xnij��i�"i�

The degree�of�relevance vector �	 comes into play as the relative frequency of a particular training

sample� That is� the higher its degree�of�relevance� the more frequently the training sample will

appear in the training set� By taking this into account� the log likelihood function can be

written as


LL���i�"i� �
NX
n��

	n p��xnij��i�"i� ������

It is easy to prove the MLE for ��i�"i is ����


�qi
T �

� ��i
T �

�
�	 T XiPN
n�� 	n

������

W �

i � "��
�

i � C��
i ������

Comparing Equations ������������� and �������������� we can see that from di	erent ways�

we have arrived at similar solutions� The physical meanings of Equations ������ and ������ are

even more intuitive and satisfactory�

After deriving the optimal solutions forWi� if we look back at the heuristic approach �Equa�

tion ������ proposed in ������ it is actually optimal under some assumptions� That is� if we

restrict Wi to be a diagonal matrix �i�e�� we use Euclidean distance rather than generalized

Euclidean distance�� the solution in ����� is optimal� This is very obvious� since from both

Equations ������ and ������ the diagonal weights are inverse proportional to the standard de�

viation�

����� Practical considerations

We have shown the optimality of the solutions in the previous subsection� In this subsection�

we will further discuss some real�world issues�

��



In both solutions forWi �Equations ������ and �������� we need to compute the inverse of the

covariance matrix Ci� It is clear that� if N � Ki� Ci is not invertible� and we thus cannot have

Wi� In MindReader� the authors proposed a solution to solve this by using a pseudo�inverse

de�ned below�

The singular value decomposition �SVD� of Ci is

Ci � A # BT ������

where # is a diagonal matrix
 diag���� � � � � �j � � � � � �Ki
�� Those ��s are either positive or zero�

Suppose there are L nonzero ��s� the pseudo�inverse of Ci is de�ned as

C�
i � A #� BT

#� � diag�
�

��
� � � � �

�

�L
� �� � � � � ���

where ! denotes the pseudo�inverse of a matrix� The approximation solution of W �

i is then

�����

W �

i � �
LY
l��

�l�
�

L C�
i ������

Even though� in theory� we can get around the singular problem by using the above proce�

dure� in reality this solution does not give satisfactory results� This is especially true when N

is far less then Ki� Remember� we need to use �N � ���Ki numbers from the training samples

to estimate Ki �Ki���
� parameters in Ci� In MindReader� the authors used a Ki � � example

to show the performance of the algorithm� However� in real image retrieval systems� Ki � � is

not very realistic� For example� in HSV color histogram� an ��� �� � � ��� vector is normally

used� In other shape and texture representations� we also have high�dimensionality vectors �����

Considering this� in practice it is not bad to use the standard deviation approach �Equation

������� especially when N � Ki� This approach is much more robust� as it requires only two

di	erent training samples to estimate the parameters�

��



��� Parameter Update at Both Levels� Optimal Approaches

As we can see from the previous section� there are many approaches to parameter updating

at the representation level� Unfortunately� there is almost no research in optimizing both levels

simultaneously�

One natural thought from previous section is to stack all the representation vectors �ri to

form a huge overall vector �r and directly use the results from previous section� In theory� this

will work� as long as we have enough training samples� Unfortunately� as we discussed in Section

������ even for each individual �ri we have the risk of not being able to invert Ci� let alone to

deal with the stacked huge vector �r� This suggests us that using a �at model �stacking all �ri�s

together� will not work in practice� We therefore need to explore approaches that can take

advantage of the hierarchical image object model �Figure ����� Recall that the overall distance

between a training sample and a query is


dn � �� �i ��xni� �qi�Wi�� U� ������

The goal of parameter updating is to minimize the weighted distance between all the training

samples and the query� Because � and �i can be nonlinear functions in general� a direct

optimization of J over U�Wi� �qi is intractable� Depending on which distance functions we use�

there are di	erent algorithms� We next examine two of them�

����� Quadratic in both ��� and �i��

In this subsection� we restrict ourselves to use the generalized Euclidean distance for both

��� and �i��� That is�

dn � �gTn U �gn ������

�gn � �gn�� � � � � gni� � � � � gnI � ������

gni � ��xni � �qi�
TWi��xni � �qi� ������

��



The parameter updating process can therefore be formulated as a constrained optimization

problem


min J � �	 T � �d ������

dn � �gTn U �gn ������

�gn � �gn�� � � � � gni� � � � � gnI � ������

gni � ��xni � �qi�
TWi��xni � �qi� ������

s�t� det�U� � � ������

det�Wi� � � ������

n � �� � � � � N ������

i � �� � � � � I ������

We use Lagrange multipliers to solve this constrained optimization problem


L � �	 T � �d� ��det�U� � ���
IX
i��

�i�det�Wi�� �� ������

������� Optimal solution for �qi
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� �	 T �

�
������������������������������������������������������������

�� �gT� U �

�
��������������

�

� � �

��x�i � �qi�
T Wi

� � �

�

�
��������������

� � �

�� �gTn U �

�
��������������

�

� � �

��xni � �qi�
T Wi

� � �

�

�
��������������

� � �

�� �gTN U �

�
��������������

�

� � �

��xNi � �qi�
T Wi

� � �

�

�
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�
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� �	 T �

�
������������������������������������������������������������

�� �hT� �

�
��������������

�

� � �

��x�i � �qi�
T Wi

� � �

�

�
��������������

� � �

�� �hTn �

�
��������������

�

� � �

��xni � �qi�
T Wi

� � �

�

�
��������������

� � �

�� �hTN �

�
��������������

�

� � �

��xNi � �qi�
T Wi

� � �

�

�
��������������

�
������������������������������������������������������������

� �	 T �

�
��������������

�� hT�i � ��x�i � �qi�
T Wi

� � �

�� hTni � ��xni � �qi�
T Wi

� � �

�� hTNi � ��xNi � �qi�
T Wi

�
��������������

where �hTn � �gTn U � and hni is the ith component of �hn�

��



Setting the above equation to zero� we have

�	 T �

�
��������������

�� hT�i � ��x�i � �qi�
T Wi

� � �

�� hTni � ��xni � �qi�
T Wi

� � �

�� hTNi � ��xNi � �qi�
T Wi

�
��������������
� �

�	 T �

�
��������������

hT�i � ��x�i � �qi�
T

� � �

hTni � ��xni � �qi�
T

� � �

hTNi � ��xNi � �qi�
T

�
��������������
� �

�$	 T �

�
��������������

��x�i � �qi�
T

� � �

��xni � �qi�
T

� � �

��xNi � �qi�
T

�
��������������
� �

where $	ni � 	n�hni� Note also that we have used the fact that Wi is invertible since det�Wi� �

�� The �nal solution of �qi is


�qi
T �

�
�$	 T XiPN
n�� $	ni

������

������� Optimal solution for Wi

Before we explore how to �nd the optimal solution of Wi� we note that the constraint

det�Wi� � � can be rewritten as

KiX
r��

����r�swirsdet�Wirs� � �

r � �� � � � �Ki

s � �� � � � �Ki

��



where det�Wirs� is the �rs�
th minor of Wi� and Wi � �wirs ��

This equation can be further rewritten as �����


KiX
r��

KiX
s��

����r�swirsdet�Wirs� � Ki ������

To obtain the optimal solution of Wi� we take partial derivative of L with respect to

wirs � r� s � �� � � � �Ki
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wirs
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��������������

��gT� U ��g�
�wirs
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� � �

��gTN U ��gN
�wirs

�
��������������
� �i ����

r�sdet�Wirs�
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�
��������������

�

� � �

�gNi

�wirs

� � �

�

�
��������������

�
������������������������������������������������������������

� �i ����
r�sdet�Wirs�

� �	 T �

�
��������������

� hT�i � �x�ir � qir��x�is � qis�

� � �

� hTni � �xnir � qir��x�is � qis�

� � �

� hTNi � �xNir � qir��x�is � qis�

�
��������������
� �i ����

r�sdet�Wirs�

� �
NX
n��

$	n �xnir � qir��x�is � qis�� �i ����
r�sdet�Wirs�

Set the above equation to zero� we will get


�
NX
n��

$	n �xnir � qir��x�is � qis�� �i ����
r�sdet�Wirs� � �

��



�
NX
n��

$	n �xnir � qir��x�is � qis� � �i ����
r�sdet�Wirs�

det�Wirs� �
�
PN

n�� $	n �xnir � qir��x�is � qis�

�i ����r�s

De�ne w��
irs
to be the �rs�th element of matrix W��

i � We then have

w��
irs

�
����r�s det�Wirs�

det�Wi�

� ����r�s det�Wirs�

� ����r�s
�
PN

n�� $	n �xnir � qir��x�is � qis�

�i ����r�s

�
�
PN

n�� $	n �xnir � qir��x�is � qis�

�i

� �
NX
n��

$	n

PN
n�� $	n �xnir � qir��x�is � qis�

�i
PN

n�� $	n

�
�

��i

PN
n�� $	n �xnir � qir��x�is � qis�PN

n�� $	n

where ��i � �i��
PN

n�� $	n�

Knowing �qi is just the weighted average of �xni�s� it is easy to observe that

PN

n��
��n�xnis�qis��x�it�qit�PN

n��
��n

is nothing but the �r� s�th element of the weighted covariance matrix �Ci� of Xi� That is�

Ci � ��i W
��
i � Take determinant of both sides� we have


�
�Ki

i det�W��
i � � det�Ci�

�
�Ki

i � det�Ci�

��i � det�Ci��
�

Ki

Therefore the optimal solution for Wi is


W �

i � �det�Ci��
�

Ki C��
i ������

��



������� Optimal solution for U


L


urs
� �	 T �

�
��������������

g�r g�s
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gnr gns

� � �

gNr gNs

�
��������������
� � ����r�sdet�Urs�

�
NX
n��

	n gnr gns � �����r�sdet�Urs�

where det�Urs� is the �rs�
th minor of U �

Set the above equation to zero� we will get


NX
n��

	n gnr gns � �����r�sdet�Urs� � �

NX
n��

	n gnr gns � �����r�sdet�Urs�

This equation has a very similar form to Equation ������� We know its solution is


U� � �det�R��
�

I R�� ������

where R is the weighted correlation matrix of �gn� n � �� � � � � N �

Rrs �
NX
n��

	n gnr gns

r � �� � � � � I

s � �� � � � � I

������� Convergence and performance

Even though we have obtained explicit optimal solutions

�qi
T �

�
�$	 T XiPN
n�� $	i

������

��



W �

i � ��
NX
n��

$	ndet�Ci��
�

Ki C��
i ������

U� � �det�R��
�

I R�� ������

they actually depend on

gni � ��xni � �qi�
TWi��xni � �qi� ������

which in turn depends on �qi and Wi�

To prove its convergence is not easy� since J is highly nonlinear in �qi and Wi� If indeed we

can prove its convergence� it is at most an iterative algorithm� In theory this works �ne� but

for a particular application such as image retrieval� this is not desirable� Fast response time is

always one of the most important requirements in image retrieval� The above discussion shows

that if both ��� and �i�� take quadratic form� the algorithm will not work in practice� We

then need to explore other suitable forms for ��� and �i���

����� Linear in ��� and quadratic in �i��

Because there is no explicit solution for �qi� Wi� and U when both ��� and ��� are quadratic�

we further simplify ��� to be a linear function


min J � �	 T � �d ������

dn � �uT�gn ������

�gn � �gn�� � � � � gni� � � � � gnI � ������

gni � ��xni � �qi�
TWi��xni � �qi� ������

s�t�
IX
i��

�

ui
� � ������

det�Wi� � � ������

n � �� � � � � N ������

i � �� � � � � I ������

where the matrix U now reduces to a vector �u and its constraint is changed accordingly as

shown in Equation �������

��



Again� we use Lagrange multipliers to solve this constrained optimization problem


L � �	 T � �d� ��
IX
i��

�

ui
� ���

IX
i��

�i�det�Wi�� �� ������

������� Optimal solution for �qi
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By setting the above equation to zero� we will have
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The �nal solution of �qi is


�qi
T �

�
�	 T XiPN
n�� 	n

������

This solution closely matches our intuition� That is� �qT
�

i is nothing but the weighted av�

erage of the training samples� It is also exactly the same as the optimal solutions obtained in

MindReader �Equation ������� and MLE �Equation ��������

������� Optimal solution for Wi
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r�sdet�Wirs�

After setting the above equation to zero and going through procedure similar to that in

Section �������� we get
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i � �det�Ci��
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Ki C��
i ������
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where Cirs �
PN

n�� 	n �xnir � qir��x�is � qis�� r� s � �� � � � �Ki�

This solution also matches our intuition nicely� since Wi is inversely proportional to the

covariance matrix Ci�

������� Optimal Solution for �u

To obtain ui� set the partial derivative to zero� We then have


L


ui
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NX
n��

	n gni ! � u��i � �� �i ������

Multiply both sides by ui and summarize over i� We then have
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IX
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Since
PI

i��
�
ui
� �� the optimal � is
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IX
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where fi �
PN

n�� 	n gni�

After substituting Equation ������ into Equation ������� we have

u�i fi �
IX
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From Equation ������� we also know that

� � u�� f� � � � � � u�i fi � � � � � u�j fj � � � � � u�I fI ������

That is�

uj � ui

s
fi
fj
� �j ������

After substituting this equation into Equation ������� we obtain the optimal solution for ui
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IX
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��



where we discard the solution that ui � �� because we know ui 
 �� Recall that fi �PN
n�� 	n gni� this solution also closely matches our intuition� That is� if the total distance

�fi� of representation i is small �meaning it is close to the ideal query�� this representation

should receive high weight�

The optimal solutions are summarized in the following equations


�qi
T �

�
	 T XiPN
n�� 	i

������

W �

i � �det�Ci��
�

Ki C��
i ������

u�i �
IX

j��

s
fj
fi

������

where

Cirs � 	n �xnir � qir��x�is � qis� ������

fi �
NX
n��

	n gni ������

gni � ��xni � �qi�
TWi��xni � �qi� ������

i � �� � � � � I ������

r� s � �� � � � �Ki ������

If we compare this set of equations with Equations �������������� we can see that� unlike

Equations �������������� solutions in this approach are de�coupled from each other� No iteration

is needed� and they can be obtained by a single step� which is very desirable for image retrieval

applications�

������� Algorithm descriptions and computation complexity analysis

In this subsection� we will give complete algorithms for both parameter updating and ranked

retrieval� and we will examine their computation complexity�

Based on Equations �������������� the algorithm can be summarized as follows


�� Input
 N training samples �xni and their corresponding degree�of�relevance vector �	�

��



�� Output
 Optimal solutions as de�ned in Equations ��������������

�� Procedure


�a� Compute �qi as de�ned in Equation �������

�b� Compute Ci as de�ned in Equation �������

�c� Compute Wi as de�ned in Equation �������

�d� Compute gni as de�ned in Equation �������

�e� Compute fi as de�ned in Equation �������

�f� Compute �ui as de�ned in Equation �������

Let a�s and m�d denote the number for addition�subtraction and multiplication�division�

respectively� The computation complexity of the above procedure is summarized as follows


� For �qi� �i� a�s � O�N �Ki ! ��� and m�d � O�N Ki��

� For Ci� �i� a�s � O��N K�
i � and m�d � O��N K�

i ��

� For Wi� �i� a�s � O�K	
i ! �N K�

i � and m�d � O�K	
i ! �N K�

i �

� For gni� �n ��i� a�s � O�K�
i ! �Ki� and m�d � O�K�

i !Ki��

� For fi� �i� a�s � O�N�K�
i ! �Ki�� and m�d � O�N�K�

i ! �Ki���

� For �ui� �i� a�s � O�N�K�
i ! �Ki�� and m�d � O�N�K�

i ! �Ki��

Therefore� for a single representation i� the total computation complexity is a�s � O�K	
i !

�NK�
i ! �NKi !N� and m�d � O�K	

i ! �NK�
i ! �NKi�� For all the representations� a�s �PI

i�� O�K	
i ! �NK�

i ! �NKi !N� and m�d �
PI

i�� O�K	
i ! �NK�

i ! �NKi�� Therefore� the

computation complexity is polynomial in all I�N � and Ki� To give readers a more concrete

feeling for the complexity� we will plug in some real�world values� Let I � �� Ki � ��� and

N � ��� We will need only ���� additions�subtractions and ���� multiplications�divisions to

estimate the optimal parameters�

��



Once we have found the optimal solutions for �qi� Wi� and �u� we can then perform the ranked

retrieval by computing the distance between an image and the query


dm � �uT�gm ������

�gm � �gm�� � � � � gmi� � � � � gmI � ������

gmi � ��rmi � �qi�
TWi��rmi � �qi� ������

m � �� � � � �M ������

i � �� � � � � I ������

where M is the total number of images in the database and �rmi the i
th representation vector

for the mth image in the database� The algorithm can then be summarized as follows


�� Input
 Image representation vectors �rmi� query vectors �qi� and weights Wi and �u�

�� Output
 Distance values for all the images in the database�

�� Procedure


�a� Compute gmi as de�ned in Equation �������

�b� Compute the overall distance dm according to Equation �������

The computation complexity of the above procedure can be summarized as follows


� For gmi� �m ��i� a�s � O�K�
i ! �Ki� and m�d � O�K�

i !Ki��

� For dm� �m� a�s � O�K�
i ! �Ki ! I� and m�d � O�K�

i !Ki ! I��

Therefore� for all the images in the database� we need a�s �
PM

m�� O�K�
i ! �Ki ! I� and

m�d �
PM

m�� O�K�
i ! Ki ! I�� Therefore� the computation complexity is polynomial in all

I�N � and Ki� Again� to give readers a more concrete feeling for the complexity� we will plug

in some real�world values� Let I � �� Ki � ��� and M � �� ���� We will need � ��� ���

additions�subtractions and the same number of multiplications�divisions�

��



As we can see� a very large portion of computation complexity is not from parameter

estimation but from distance computing� This suggests two things� One is that the proposed

parameter�updating approach is very e�cient� The other is that in order to search quickly�

a linear scan of the whole database is not acceptable� We need to develop e	ective multi�

dimensional indexing techniques to improve the query responding time�

��� Experimental Results

����� Data sets

In the experiments reported in this section� the proposed algorithms are tested on one or

more of the following data sets�

� MESL data set
 This image collection is provided by the Fowler Museum of Cultural

History at the University of California�Los Angeles� It contains ��� ancient African and

Peruvian artifacts and is part of the Museum Educational Site Licensing Project �MESL��

sponsored by the Getty Information Institute�

� Corel data set
 The second image collection is obtained from Corel Corporation� It

contains more than �� ��� images covering a wide range of more than ��� categories�

The ��� � �� resolution images are available at http���corel�digitalriver�com�commerce

�photostudio�catalog�htm�

� Vistex data set A
 This data set consists of ��� texture images� The original �� �������

texture images are obtained from MIT Media Lab at ftp���whitechapel�media�mit�edu�pub

�VisTex�� Each image is then cut into �� ��� � ��� nonoverlap small images� The ��

images from the same big image are considered to be relevant images�

� Vistex data set B
 The same as Vistex data set A� but has more images� The ��� small

images are obtained from �� big images�

��



� MPEG�� data set
 This data set is for MPEG�� proposal evaluation� We have chosen ���

images to test our algorithms�

����� Experiments for algorithms in Sections ����� and �����

These experiments are to test the heuristic based approaches to updating �wi and �qi� The

test data set is Vistex data set A� The representation used are co�occurrence matrix texture

representation and wavelet texture representation ������ Each of the ��� images is selected as

the query image� and the �� best matches are returned� Typical retrieval results are shown in

Figure ���� The average retrieval precision of ��� query images is summarized in Table ����

where the precision is de�ned as

precision �
relevant images

returned images
� ���� ������

�a� �b�

Figure ��� �a� Before relevance feedback �b� After relevance feedback

There are four columns in the table� The term 	 rf stands for no relevance feedback
 
 rf

corresponds to � iteration of relevance feedback
 and so forth�

��



Table ��� Retrieval precision �wv
 wavelet based
 co
 co�occurrence matrix based��

� rf � rf � rf � rf

wv��q�i� ����� ����� �	��� �	�	�

wv��wi� ���
� ����� ����� ���	�

co��qi� 	���� 
���� 
	��� 

���

co��qi� ����� ���	� ����� �����

The purpose of the experiments is not to compare one texture representation with another�

but rather to compare the retrieval performance with relevance feedback versus the performance

without relevance feedback� Three observations can be made


�� The retrieval precision is considerably more improved in the feedback case than in the

nonfeedback case�

�� The precision increase in the �rst iteration of feedback is the largest� Subsequent feedbacks

will only achieve minor improvement in precision� This is a very desirable property�

because this will guarantee that an acceptable retrieval result is achieved within a limited

number of feedback cycles�

�� Updating both the query vectors ��qi� and the weights ��wi� can improve the retrieval

performance�

����� Experiments for algorithm in Section �����

These experiments test the heuristic�based parameter updating algorithm for �u� The data

sets are MESL and Corel� We have chosen these two test sets because they complement each

other� The size of the MESL test set is relatively small� but it allows us to meaningfully explore

all the color� texture� and shape features simultaneously� On the other hand� although the

heterogeneity of the Corel test set makes extracting some features �such as shape� di�cult�

it has the advantages of large size and wide coverage� We believe that testing our proposed

approach on both sets will provide a fair evaluation of the performance of our method�

��



For the MESL test set� the visual features used are color� texture� and shape of the objects

in the image� That is�

F � ffig � fcolor� texture� shapeg ������

The representations used are color histogram and color moments ���� for the color feature


Tamura ���� ��� and co�occurrence matrix ���� ��� texture representations for the texture feature�

and Fourier descriptor and chamfer shape descriptor ���� for the shape feature�

R � f�rijg � fr�� r�� r	� r�� r
� r�g

� fcolor histogram� color moments� Tamura� co�occurrence matrix�

Fourier descriptor� chamfer shape descriptorg

For the Corel test set� the visual features used are color and texture� That is�

F � ffig � fcolor� textureg ������

The representations used are color histogram and color moments ���� for color feature
 and

co�occurrence matrix ���� ��� texture representation for texture feature


R � f�rijg � fr�� r�� r	g

� fcolor histogram� color moments� co�occurrence matrixg

Our proposed relevance feedback architecture is an open retrieval architecture� Other visual

features or feature representations can be easily incorporated� if needed� The similarity measures

used for the corresponding representations are the following� Color Histogram Intersection ����

is used for the color histogram representation
 weighted Euclidean is used for the color moments�

Tamura texture� co�occurrence matrix� and Fourier shape descriptor ���� representations
 and

Chamfer matching ���� is used for the chamfer shape representation�

There are two sets of experiments reported here� The �rst set is on the e�ciency of the

retrieval algorithm� i�e�� how fast the retrieval results converge to the true results �objective

test�� The second set of experiments is on the e	ectiveness of the retrieval algorithm� i�e�� how

good the retrieval results are subjectively �subjective test��

��



������� E�ciency of the algorithm

The only assumption that we make in the experiments is that the user is consistent when

doing relevance feedback� That is� the user does not change his or her information need dur�

ing the feedback process� With this assumption� the feedback process can be simulated by a

computer�

As we have shown in Figure ���� the image object is modeled by the combinations of repre�

sentations with their corresponding weights� If we �x the representations� then a query can be

completely characterized by the set of weights embedded in the query object Q� Let set s� be

the highly relevant set� set s� the relevant set� set s	 the no�opinion set� set s� the nonrelevant

set� and set s
 the highly nonrelevant set� The testing procedure is described as follows


�� Retrieval results of the ideal case
 Let �u� be the set of weights associated with the query

object Q� The retrieval results based on �u� are the ideal case and serve as the baseline

for comparing other nonideal cases�

�a� Specify a set of weights� �u�� to the query object�

�b� Set �u � �u��

�c� Invoke the retrieval algorithm �see Section �����

�d� Obtain the best NRT returns� RT
��

�e� From RT �� �nd the sizes of sets si� i � �� ���� �� ni� i � �� ���� �� The si�s are marked

by human for testing purpose�

�f� Calculate the ideal weighted relevant count as

count� � �� n� ! �� n� ������

Note that � and � are the scores of the highly relevant and relevant sets� respectively

�see Section ������� Therefore� count� is the maximal achievable weighted relevant

count and serves as the baseline for comparing other non�ideal case�
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�� Retrieval results of relevance feedback case
 In the real retrieval situation� neither the

user nor the computer knows the speci�ed weights �u�� However� the proposed retrieval

algorithm will move the initial weights �u� to the ideal weights �u� via relevance feedback�

�a� Set �u � �u��

�b� Set the maximum number of iterations of relevance feedback� Pfd�

�c� Initialize the iteration counter� pfd � ��

�d� Invoke the retrieval algorithm and get back the best NRT returns� RT �pfd� �see

Section �����

�e� Compute the weighted relevant count for the current iteration


count�pfd� � �� n��pfd� ! �� n��pfd� ������

where n��pfd� and n��pfd� are the number of highly relevant and relevant objects

in RT �pfd�� These two numbers can be determined by comparing RT �pfd� against

RT ��

�f� Compute the convergence ratio CR�pfd� for the current iteration


CR�pfd� �
count�pfd�

count�
� ���� ������

�g� Set pfd � pfd ! �� If pfd � Pfd� quit
 otherwise continue�

�h� Feedback the current � sets si� i � �� ���� �� to the retrieval system�

�i� Update the weights �u according to Equations �������������� Go to step ��d��

There are three parameters that a	ect the behavior of the retrieval algorithm
 number of

feedbacks Pfd� number of returns NRT � and speci�ed query weights �u
�� For Pfd� the more

relevance feedback iterations� the better the retrieval performance� However� we cannot expect

the user to do relevance feedback forever� In the experiments reported here� we set Pfd � �

to study the convergence behavior of the �rst three iterations� The experiments show that the

greatest CR increase occurs in the �rst iteration of feedback� which is a very desirable property�

��



In all the experiments reported here� for both the MESL and the Corel test sets� ���

randomly selected images are used as the query images� and the values of CR listed in the

tables are the averages of the ��� cases�

CR as a function of �u�

In the MESL test set� there are six representations as described at the beginning of this

section� Therefore� both �u� and �u� have six elements� In addition�

�u�
T

� �
�

�

�

�

�

�

�

�

�

�

�

�
� ������

where each entry in the vector �u� is the weight for its corresponding representation�

In the Corel test set� there are three representations as described at the beginning of this

section� Therefore� both �u� and vecu� have three components� In addition�

�u�
T

� �
�

�

�

�

�

�
� ������

where each entry in the vector �u� is the weight for its corresponding representation�

Obviously� the retrieval performance is a	ected by the o	set of the speci�ed weights �u� from

the initial weights �u�� We classify �u� into two categories �moderate o	set and signi�cant o	set�

by considering how far away they are from the initial weights �u��

For the MESL test set� the six moderate o	set testing weights are

�u�
T

� � ���� ��� ��� ��� ��� ����

�u�
T

� � ���� ��� ��� ��� ��� ����

�u�
T

	 � ���� ��� ��� ��� ��� ����

�u�
T

� � ���� ��� ��� ��� ��� ����

�u�
T


 � ���� ��� ��� ��� ��� ����

�u�
T

� � ���� ��� ��� ��� ��� ����

The six signi�cant o	set testing weights are

�u�
T

� � ����� ���� ���� ���� ���� �����

��



Table ��� MESL Moderate O	set Convergence Ratio with NRT � ���

weights � feedback � feedback � feedbacks � feedbacks

�u�

� ���� ���� ���� ����

�u�

� 
��� ���� ���	 ����

�u�

� ���� �	�� ���� �	��

�u�

� 	
�	 ���� ���� ����

�u�

� 

�� ���� ���� ����

�u�

� ���	 �	�� ���� ���	

Avg ���� �	�� �	�� �	�	

�u�
T


 � ����� ���� ���� ���� ���� �����

�u�
T

� � ����� ���� ���� ���� ���� �����

�u�
T

�� � ����� ���� ���� ���� ���� �����

�u�
T

�� � ����� ���� ���� ���� ���� �����

�u�
T

�� � ����� ���� ���� ���� ���� �����

For the Corel test set� the three moderate o	set testing weights are

�u�
T

� � ���� ��� ����

�u�
T

� � ���� ��� ����

�u�
T

	 � ���� ��� ����

The three signi�cant o	set testing weights are

�u�
T

� � ���� ��� ����

�u�
T


 � ���� ��� ����

�u�
T

� � ���� ��� ����

The experimental results for these cases are summarized in Tables ��������

To better represent the process of convergence� we redraw the average CR of the MESL test

set and the Corel test set in Figure ����

Based on the tables and �gures� some observations can be made
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Table ��� MESL Signi�cant O	set Convergence Ratio with NRT � ���

weights � feedback � feedback � feedbacks � feedbacks

�u�

� ���� ���
 ���� ���	

�u�

� ���� �	�� ���� ����

�u�

	 ���� ���� ���� ����

�u�

�
 ���� ���� ���
 ����

�u�

�� 
��� �	�� ���� ����

�u�

�� 
��� ���
 ���� �	��

Avg �
�� ���� ���� ����

Table ��� Corel Moderate O	set Convergence Ratio with NRT � �����

weights � feedback � feedback � feedbacks � feedbacks

�u�

� 	��� ���� ���� �	��

�u�

� 		�� 	��� 	��
 	��


�u�

� 	��� ���� ���� ���	

Avg 	��� 
	�� 
��� 
���

Table ��� Corel Signi�cant O	set Convergence Ratio with NRT � �����

weights � feedback � feedback � feedbacks � feedbacks

�u�

� ���� 
��� 
��� ����

�u�

� ���� ���� �	�� �	��

�u�

� ���� 
��� 

�� 
��


Avg ���� 	��� 	
�� 	��
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Figure ��� Convergence ratio curves
 �a� MESL test set� �b� Corel test set

� In all the cases� CR increases the most in the �rst iteration� Later iterations result in only

minor increase in CR� This is a very desirable property� which ensures that the user gets

reasonable results after only one iteration of feedback� No further feedbacks are needed�

if time is a concern�

� CR is a	ected by the degree of o	set� The lower the o	set� the higher the �nal absolute

CR� However� the higher the o	set� the higher the relative increase of CR�

� Although the �nial absolute CR is higher for the MESL test set than for the Corel test

set� the �nal relative increase of CR is comparable for both test sets �around ���������

The convergence process is more challenging for the Corel test set� because of its larger

size and fewer number of feature representations�

CR as a function of NRT

NRT is related to the size of the test data set� Normally only ����� of the whole data set

is needed� For the MESL test set� we test NRT � ��� ���� ��� For the Corel test set� we test

NRT � ���� ���� ���� The experimental results are listed in Tables ��� and ����

Some observations can be made based on the experiments


� The �rst iteration�s CR increases the most when NRT is large� This is because the

larger the number of returns� the greater the feedback and thus the better the retrieval

performance�
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Table ��� Convergence Ratio for MESL test set with �u���

NNT � feedback � feedback � feedbacks � feedbacks

�� ���� ���� ���� ���


�� ���� ���
 ���� ���	

�� ���� ���� ���� ����

�
 ���� ���� ���� ����

�� ���� ���� ���� ����

�� ���	 �	�� ���� ����

Table ��� Convergence Ratio for Corel test set with �u���

NNT � feedback � feedback � feedbacks � feedbacks

�	� ���
 
��� 
��	 
��


��� ���� 
��� 
��� ����

�	� ���� 
��� 
��
 ���


���� ���� 
��
 ���� ����

��	� ���
 
	�� ���
 ����

���� ���� 
	�	 ���� ����

� In the second and third iterations� CR is almost independent of di	erent NRT �s� This is

because� after �rst iteration�s feedback� most of the desired objects have been found� and

later performance is almost independent of NRT �

������� E
ectiveness of the algorithm

Previous subsection�s experiments focused on the convergence of the algorithm� This sub�

section will focus on how good the returns are subjectively� The only way to perform subjective

tests is to ask the user to evaluate the retrieval system subjectively� Extensive experiments have

been carried out� Users from various disciplines �such as computer vision� art� library science��

as well as users from industry� were invited to compare the retrieval performance between the

proposed interactive approach and the isolated approach� All users rated the proposed ap�

proach much higher than the computer�centric approach in terms of capturing their perception

subjectivity and information need�

A typical retrieval process on the MESL test set is given in Figures ��� and ����
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Figure ��� The initial retrieval results

The user can browse through the image database� Once he or she �nds an image of interest�

that image is submitted as a query� As an alternative to this query�by�example mode� the

user can also submit images outside the database as queries� In Figure ���� the query image is

displayed at the upper�left corner and the best �� retrieved images� with �u � �u�� are displayed

in order from top to bottom and from left to right� The retrieved results are obtained based

on their overall similarities to the query image� which are computed from all the features and

all the representations� Some retrieved images are similar to the query image in terms of shape

feature while others are similar to the query image in terms of color or texture feature�

Assume the user�s true information need is to �retrieve similar images based on their shapes��

In the proposed retrieval approach� the user is no longer required to explicitly map an informa�

tion need to low�level features
 rather� the user can express an intended information need by

marking the relevance scores of the returned images� In this example� images ���� ���� ��� and

��



Figure ��� The retrieval results after the relevance feedback

��� are marked highly relevant� Images ���� ���� ���� and �� are marked highly nonrelevant�

Images ���� ���� and ��� are marked no�opinion�

Based on the information fed�back by the user� the system dynamically adjusts the weights�

putting more emphasis on the shape feature� possibly even more emphasis to one of the two

shape representations which matches user�s perception subjectivity of shape� The improved

retrieval results are displayed in Figure ���� Note that our shape representations are invariant

to translation� rotation� and scaling� Therefore� images ��� and �� are relevant to the query

image�

Unlike the isolated approach� where the user has to precisely decompose an information need

into di	erent features and representations and precisely specify all the weights associated with

them� the proposed interactive approach allows the user to submit a coarse initial query and

��



continuously re�ne the information need via relevance feedback� This approach greatly reduces

the user�s e	ort of composing a query and captures the user�s information need more precisely�

����� Experiments for algorithms in Section �����

We have constructed a CBIR system based on the optimization algorithm developed in

Section ������ Figure ��� is an interface of it�

Figure ��� The interface of the demo system

A user has many options to con�gure the system and to choose a particular data set� The

system can be con�gured based on the following settings �Figure ����


� Move query vector versus do not move query vector

� Use full covariance matrix versus use diagonal matrix

� Use any combination of the feature representations
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Figure ��	 The con�guration of the demo system

Clicking on the �data set� choice box will give a user the choice of selecting di	erent data

sets� �Currently� Vistex data set B� MPEG�� data set� and Corel data set have been populated

into the database�� The progress controls on the right�hand side of the interface display the

weights ��wi and �u� for a particular query� A typical retrieval result before and after �once and

twice� relevance feedback are illustrated in Figures ���� to �����

��� Conclusions

CBIR has emerged as one of the most active research areas in the past few years� Most

of the early research e	ort focused on �nding the �best� image features or representations�

Retrieval was performed by summing the distances of individual feature representation with

�xed weights� Although this isolated approach establishes the basis of CBIR� the usefulness of

such systems was limited�
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Figure ���
 Before the relevance feedback

In this chapter� we have introduced a human�computer interactive approach to CBIR based

on relevance feedback� Unlike the isolated approach� where the user has to precisely decompose

the information need into precise weights� the interactive approach allows the user to submit

a coarse initial query and continuously re�ne his information need via relevance feedback�

This approach greatly reduces the user�s e	ort of composing a query and captures the user�s

information need more precisely�

Based on the description of the relevance feedback algorithm in Sections �������� we can

observe its following properties�

� Multimodality
 The proposed image object model� and therefore the retrieval model� sup�

ports multiple features and multiple representations� In contrast to the isolated approach�s

attempt to �nd the single �best� universal feature representation� the proposed approach

concentrates on how to organize the multiple feature representations� such that appro�

priate feature representations are invoked �emphasized� at the right place and time� The
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Figure ���� After one iteration of relevance feedback

multimodality approach allows the system to better model the user�s perception subjec�

tivity�

� Interactivity
 The proposed approach is interactive� The interactivity allows the system

to make use of the ability from both the computer and the human�

� Dynamic
 In contrast to a isolated approach�s �xed query weights� the proposed approach

dynamically updates the query weights via relevance feedback� The advantages are for

both the user and the system designer� They are no longer required to specify a precise

set of weights� Instead� the user interacts with the system� indicating which returns he

or she thinks are relevant� Based on the user�s feedback� query weights are dynamically

updated�

In this chapter� we have explored two general approaches to parameter updating via rele�

vance feedback� One is heuristic�based while the other is optimization based� Based on subjec�

tive test� we observe that the latter out�perform the former in retrieval performance�
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Figure ���� After two iterations of relevance feedback

One important aspect� i�e�� normalization� that we did not cover in this chapter is presented

in Appendix A�
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CHAPTER �

FUTURE RESEARCH DIRECTIONS

Based on the previous chapters� discussion� we summarize in this chapter some possible

future research directions�

��� Human in the Loop

A fundamental di	erence between a computer vision pattern recognition system and an

image retrieval system is that a human is an indispensable part in the latter system� We need

to explore the synergy of human and computer ��� ��� This research trend has already been

re�ected in the evolution of content�based image retrieval� Early literatures emphasize �fully

automated system� and try to �nd a �single best feature�� But such an approach does not lead

to a success� as the computer vision technique is not there yet� More recent research emphasis is

given to �interactive systems� and �human in the loop�� The QBIC team uses interactive region

segmentation ����� The MIT team moves from the �automated� Photobook to �interactive�

FourEyes ����� ����� The WebSEEk system allows for dynamic feature vector recomputation

based on user�s feedback ������ The UCSB team incorporates supervised learning in texture

analysis ����� ����� The MARS team formally proposes a relevance feedback architecture in

image retrieval� where human and computer can interact to improve the retrieval performance

����� ��� ��� ��� �����
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��� High�Level Concepts and Low�Level Visual Features

Humans tend to use high�level concepts in everyday life� However� what current computer

vision techniques can automatically extract from images are mostly low�level features� In a

general setting� the low�level features do not have a close link to the high�level concepts� To

narrow down this semantic gap� some o	�line and on�line processing is needed� The o	�line

processing can be achieved by using either supervised learning� unsupervised learning� or the

combination of the two� Neural Nets� genetic algorithm� and clustering are such learning tools

����� ���� ���� ����� For on�line processing� a powerful and user�friendly intelligent query

interface is needed to perform this task� It should allow the user to easily provide his or

her evaluation of current retrieval result to the computer� The relevance feedback technique

proposed in MARS is one possible tool ����� ����

��� Web Oriented

The expansion of the World Wide Web is astonishing� Each day thousands of documents�

often including images� are added to the Web� To better organize and retrieve the almost

unlimited information� Web�based search engines are highly desired� Such solution exists for

text�based information� The fact that Yahoo� Inforseek� etc� are among the most frequently vis�

ited web sites indicates the need for Web�based search engines ����� For images on the Web� even

though some good work has been taken place ��� ���� ���� ���� ����� technical breakthroughs

are needed to make image search engines comparable to their text�based counterparts�

One major technical barrier lies in linking the low�level visual feature indexes used in most

systems today to more desirable semantic�level meanings� Based on preliminary on�line experi�

ments� we have observed that subject browsing and text�based matching are still more popular

operations than feature�based search options ������ That is partly why commercial image re�

trieval systems on the Web typically use customized subject categories to organize their image

collection� Usually� di	erent image retrieval systems focus on di	erent sections of users and
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content� As a result� the indexing features and the subject taxonomies are also di	erent� caus�

ing the concern of interoperability� Several recent e	orts in standards have started to address

this issue ���� ����� Several research systems on image metaservers ����� ���� ���� have also

investigated frameworks for integrated access to distributed image libraries�

��� High�Dimensional Indexing

A by�product of the web expansion is the huge collection of images� Most currently existing

research prototype systems only handle hundreds or at most a few thousand of images
 therefore�

a sequential scan of all the images will not seriously degrade the system�s performance� For this

reason� only a few existing systems explored the multidimensional indexing aspect of image

retrieval ���� �� �� ��� However� because image collections increase in size� retrieval speed is

becoming a bottleneck� Although some progress has been made in this area� e	ective high�

dimensional indexing techniques are still in urgent need of exploration�

��� Performance Evaluation Criterion

Any technique is pushed forward by its domain�s evaluation criterion� Signal to noise ratio

�SNR� is used in data compression� and precision and recall are used in text�based information

retrieval� Good measure will lead the technique in the correct direction� whereas bad mea�

sures will mislead the research e	ort� Currently� some systems measure performance based on

�cost�time� to �nd the correct images ������ Other systems evaluate performance using pre�

cision and recall� terms borrowed from text�based retrieval� However� images have their own

characteristics� such as the perception subjectivity� There is an urgent need to de�ne meaning�

ful image retrieval performance measures� which can take into account the human perception

characteristics and can lead the research e	ort in the correct direction ��� ���
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��� Integration of Disciplines and Media

Both the Database community literature and the computer vision community literature have

used �image database� as the title of many articles ������ However� in reality� most database

community systems are nonimage �text�based keywords or graphics�based icons� databases�

whereas most computer vision systems are image nondatabases �just a large �le containing

thousands of images is not a database� because most fundamental database units such as data

model� indexing� etc� are not addressed at all�� To our knowledge� even though there are

continuing research e	orts to build true image databases ���� ����� the systems are not complete�

A successful image database system requires an interdisciplinary research e	ort� Besides

the integration of database management and computer vision� the research from the traditional

information retrieval area ����� ��� ���� ���� ��� ���� is also indispensable� Although the

traditional Information Retrieval area�s research focus was in text�based document retrieval�

many useful retrieval models and techniques can be adapted to image retrieval� Some successful

examples of such research e	ort include the adaption of Boolean retrieval model in image

retrieval ����� ���� and the utilization of relevance feedback in image retrieval ����� ��� ��� ����

Another observation is that integration of multimedia� multimodalities provides great po�

tential for improved indexing and classi�cation of images in general domains� Research in

����� ���� ���� has shown promising results in using both textual and visual features in auto�

matic indexing of images� More sophisticated techniques for cross�mapping image classi�cation

between the high level using textual cues and the low level using the visual cues will bear fruits�
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CHAPTER �

INTRODUCTION TO VIDEO DATABASE SYSTEMS

Research on how to e�ciently access the video content has become increasingly active in

the past few years ����� ���� ���� ����� Considerable progress has been made in video analysis�

representation� browsing� and retrieval� the four fundamental bases for accessing video content�

Video analysis deals with the signal processing part of the video system� including shot boundary

detection� key frame extraction� etc� Video representation concerns with the structure of the

video� An example of the video representations is the tree structured key frame hierarchy

����� ����� Build on top of the video representation� video browsing deals with how to use the

representation structure to help the viewers browse the video content� Finally� video retrieval

concerns about retrieving interesting video objects to the viewer� The relationship between

these four research areas is illustrated in Figure ����

Video Browsing Video Retrieval

Video Analysis

Video Representation

Figure ��� Relations between the four research areas

So far� most of the research e	ort has gone into video analysis� Though it is the basis for

all the other research activities� it is not the ultimate goal� Relatively less research exists on
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video representation� browsing� and retrieval� From Figure ���� video browsing and retrieval

are on the very top of the diagram� They directly support users� access to the video content� To

access a temporal medium� such as a video clip� browsing and retrieval are equally important�

Browsing helps a user to quickly grasp the global picture of the whole data� whereas retrieval

helps a user to �nd a speci�c query�s results�

An analogy explains this argument� How does a reader e�ciently access a �����page book�s

content% Without reading the whole book� the reader can �rst go to the book�s Table of

Contents �ToC�� �nding which chapters or sections suit his or her need� If he has speci�c

questions �queries� in mind� such as �nding a terminology or a key word� he can go to the

Index and �nd the corresponding book sessions containing that question� In short� a book�s

ToC helps a reader browse and a book�s index helps a reader retrieve� Both aspects are equally

important in helping users access the book�s content� For current videos� unfortunately� we lack

both the ToC and the Index� Techniques are urgently needed for constructing a ToC and Index

to facilitate the video access�

We can do an even better job in video than in the book case by integrating video�s ToC and

Index into a uni�ed framework� For a continuous and long medium such as video� a �back and

forth� mechanism between browsing and retrieval is crucial� The video library users may need

to browse the video before they know what to retrieve� On the other hand� after retrieving

some video objects� the users will be guided to browse the video in the correct direction�

��� Terminologies

Before we go into the details of the discussion� it is bene�cial to �rst introduce some impor�

tant terminologies used in the video research area


� Video shot
 An unbroken sequence of frames recorded from a single camera� It is the

building block of video streams�
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� Key frame
 The frame that can represent the salient content of a shot� Depending on the

content complexity of the shot� one or more key frames can be extracted�

� Video scene
 A collection of semantically related and temporally adjacent shots� depict�

ing and conveying a high�level concept or story� While shots are marked by physical

boundaries� scenes are marked by semantic boundaries��

� Video group
 An intermediate entity between the physical shots and semantic scenes that

serves as the bridge between the two� Examples of groups are temporally adjacent shots

����� or visually similar shots ������

In summary� the video stream can be structured into a hierarchy consisting �ve levels
 video�

scene� group� shot� and key frame� from top to bottom increasing in granularity ����� �see Figure
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shot boundary detection

key frame extraction

temporal features

video

scene

shot

key frame

group

grouping

scene construction

spatial features

Figure ��� A hierarchical video representation

The goal of this and the following chapters is to analyze the strength and weakness of

existing techniques� and to explore novel techniques for constructing both the video ToC and

�Some of the early literatures in video parsing misused the phrase scene change detection for shot boundary

detection� To avoid any later confusion
 we will use shot boundary detection for the detection of physical shot
boundaries while using scene boundary detection for the detection of semantic scene boundaries�
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video Index� and to integrate them into a uni�ed framework� In Chapter �� a brief but necessary

review of video analysis and representation is presented� In Chapter �� a detailed algorithm

on semantic�level ToC construction is proposed and described� In Chapter �� we analyze the

various requirements of video retrieval and propose our approach on video Index construction�

In Chapter ��� we propose a uni�ed framework to better support video browsing and retrieval�

Conclusions and future research directions are summarized in Chapter ���
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CHAPTER 	

VIDEO ANALYSIS AND VIDEO REPRESENTATION

	�� Video Analysis

As in Figure ���� video analysis is the bases for later video processing� It contains shot

boundary detection and key frame extraction�

����� Shot boundary detection

It is not e�cient to process the video clip as a whole� It is bene�cial to �rst decompose the

video clip into shots and to perform signal processing at the shot level� In general� automatic

shot boundary detection techniques can be classi�ed into �ve categories
 pixel based� statis�

tics based� transform based� feature based� and histogram based� Pixel�based approaches use

the pixel�wise intensity di	erence as the indicator for shot boundaries ����� ����� One of its

drawbacks is its sensitivity to noise� To overcome this problem� Kasturi and Jain propose us�

ing intensity statistics �mean and standard deviation� as the shot boundary detection measure

������ Exploring how to achieve faster speed� Arman et al� ����� propose using the discrete

cosine transform �DCT� coe�cients in the compressed domain as the boundary measure� Other

transform�based shot boundary detection approaches make use of the motion vectors� which are

already embedded in the MPEG stream ����� ����� Zabih et al� ����� address the problem from

another angle� The edge features are �rst extracted from each frame� Shot boundaries are then

detected by comparing the edge di	erence ������ So far� the histogram�based approach is the
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most popular� Several researchers claim that this approach achieves a good tradeo	 between

accuracy and speed ������ Representatives of this approach are ����� ���� ���� ���� ����� A

more recent work is based on clustering and post�ltering ������ which achieves fairly high accu�

racy without many false positives� Two comprehensive comparisons of various shot boundary

detection techniques are in ����� �����

����� Key frame extraction

After the shot boundaries are detected� corresponding key frames can then be extracted�

Simple approaches may just extract the �rst and last frames of each shot as the key frames ������

More sophisticated key frame extraction techniques are based on visual content complexity

indicator ������ shot activity indicator ������ and shot motion indicator ������

	�� Video Representation

Considering that each video frame is a �D object and the temporal axis makes up the

third dimension� a video stream spans a �D space� Video representation is the mapping from

the �D space to the �D view screen� Di	erent mapping functions characterize di	erent video

representation techniques�

����� Sequential key frame representation

After obtaining shots and key frames� an obvious and simple video representation is to

sequentially lay out the key frames of the video� from top to bottom and from left to right�

This simple technique works well when the number of key frames is small� When the video clip

is long� this technique does not scale� because it does not capture the embedded information

within the video clip� except for time�
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����� Group�based representation

To obtain a more meaningful video representation when the video is long� related shots are

merged into groups ����� ����� Zhang et al� ����� divide the whole video stream into multiple

video segments� each containing equal numbers of consecutive shots� Each segment is further

divided into subsegments
 thus constructing a tree�structured video representation� Zhong et

al� ����� proposed a cluster�based video hierarchy in which the shots are clustered based on

their visual content� This method again constructs a tree�structured video representation�

����� Scene�based representation

To provide the user with better access to the video� constructing a video representation

at a semantic level is needed ����� ����� In ������ a scene transition graph �STG� of video

representation is proposed and constructed� Video sequence is �rst segmented into shots� Shots

are then clustered by using time�constrained clustering� STG is then constructed based on the

time �ow of clusters�

����� Video mosaic representation

Instead of representing the video structure based on the video�scene�group�shot�frame hi�

erarchy as discussed above� this approach takes a di	erent perspective ������ The mixed infor�

mation within a shot is decomposed into three components


� Extended spatial information
 This captures the appearance of the entire scene imaged in

the video shot and is represented in the form of a few �often just one� panoramic mosaic

images constructed by composing the information from the di	erent views of the video

shot in the individual frames into a single image�

� Extended temporal information
 This captures the motion of independently moving ob�

jects in the video shot� e�g�� in the form of their trajectories�
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� Geometric information
 This captures the �D video shot structure� as well as the geomet�

ric transformations that map the frames to the common mosaic image� which are induced

by the motion of the camera�

Taken together� these three components provide a complete and compact description of the

video data�
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CHAPTER 


VIDEO BROWSING

Because of video�s length and unstructured format� browsing a video e�ciently is not an

easy task� From the perspective of browsing� video is analogous to a book� Access to a book is

greatly facilitated by a well�designed ToC that captures the semantic structure of the book� For

current video� a lack of such a ToC makes the task of browsing and retrieval ine�cient� where a

user searching for a particular object of interest has to use the time�consuming �fast forward�

and �rewind� operations� E�cient techniques need to be developed to construct video ToC to

facilitate user�s access�

Over the past few years� progress has been made in constructing video ToC� but mainly

limited to the shot� key frame� and group levels� Because the video ToC at these levels is not

closely related to the semantics of the video and normally has a large number of entries� it is still

di�cult to use� In the case of the shot� and key�frame�based video ToC� for example� it is not

uncommon for a modern movie to contain thousands of shots and key frames� This is evidenced

in ����� � there are ��� shots in a ���minute video segment of the movie �Terminator � � the

Judgment Day�� and the movie lasts ��� minutes� Because of the large number of key frames�

a simple �D array presentation of key frames for the underlying video is almost meaningless�

More importantly� people watch the video by its semantic scenes� not the physical shots or key

frames� Shots cannot convey meaningful semantics unless they are purposely organized into

scenes� The video ToC construction at the scene level is thus fundamentally important to video

browsing and retrieval�
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In this chapter we will present a novel framework in scene�based video ToC construction�

Speci�cally� in Section ���� we evaluate some related work in video ToC construction at various

levels� In Section ���� a novel framework for scene structuring is presented� where shots are

organized into groups and groups into semantically meaningful scenes� To put the proposed

algorithm into practice� in Section ���� the techniques based on Gaussian normalization are

proposed to determine the algorithm�s parameters� In Section ���� the e	ectiveness of the

proposed approach is validated by experiments over real�world movie video clips� Concluding

remarks are given in Section ����


�� Related Work

Work on extracting video ToC has been done at various levels �key frame� shot� group� and

scene�� Below� we brie�y review and evaluate some of the common approaches proposed�


���� Shot� and key�frame�based video ToC construction

In this approach� the raw video stream is �rst segmented into a sequence of shots by using

automatic shot boundary detection techniques� Key frames are then extracted from each shot�

The video ToC is constructed as a sequence of the key frames� A user can access the video by

browsing through the sequence of key frames�

After the shot boundaries are detected and key frames extracted� the sequence of key frames�

together with their frame identi�ers �ids�� are used as the video ToC� Although this approach

provides the user with better access to the video than does the unstructured video� it still does

not convey enough semantic meaning� as discussed in Chapter ��


���� Group�based video ToC construction

To obtain a video ToC at a higher level� related shots are merged into groups� based on which

a browsing hierarchy can be constructed ����� ����� Zhang et al� ����� divide the video stream

into multiple video segments� each containing an equal number of consecutive shots� Each
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segment is further divided into subsegments
 thus constructing a hierarchy of video content

that is used to assist browsing� In this approach� time is the only factor considered� and no

visual content is used in constructing the browsing hierarchy� In contrast� Zhong et al� �����

proposed a cluster�based video hierarchy� in which the shots are clustered based on their visual

content� Although this approach takes the visual content into account� the time factor is lost�

One common drawback of the above approaches is that the video structuring is not at a high

enough semantic level� Although these group�based video ToC provide better solutions than

shot� and key�frame�based video ToC� they still cannot convey the underlying semantic concepts

and stories of the video�


���� Scene�based video ToC construction

To provide the user with better access to the video� construction of video ToC at a semantic

level is needed� Approaches to scene�based video ToC construction can be classi�ed into two

categories� model based and general purpose� In the model�based approach� an a priorimodel of a

particular application or domain is �rst constructed� Such a model speci�es the scene boundary

characteristics� based on which unstructured video stream can be abstracted into a structured

representation� The theoretical framework of this approach was proposed by Swangberg et al�

������ and it has been successfully realized in many interesting applications� including news

video parsing ����� and TV soccer program parsing ������ Because the video parsing is based

on the domain model� this approach normally achieves high accuracy� One of the drawbacks of

this approach� however� is that for each application a domain model needs to be constructed

before the parsing process can proceed� The modeling process is time consuming and requires

good domain knowledge and experience�

Another approach to scene�based video ToC construction does not require an explicit domain

model� Two of the pioneering works of this approach are from Princeton University ����� ����

���� ���� and Toshiba Corp� ������ In ����� ����� the video stream is �rst segmented into shots�

Then time�constrained clustering is used to construct visually similar and temporally adjacent
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shot clusters� Finally a scene transition graph �STG� is constructed based on the clusters and

cutting edges are identi�ed to construct the scene structure� In ������ instead of using a STG�

the authors group shots of alternating patterns into scenes �they call acts�� A �D presentation

of the video structure is then created� with scenes displayed vertically� and key frames displayed

horizontally� This video ToC provides the user a much more meaningful way of accessing the

video content� The advantages of scene�based video ToC over the other approaches are

� The other approaches produce too many entries to be e�ciently presented to the viewer�

� Shots� key frames� and even groups convey only physical discontinuity� whereas scenes

convey semantic discontinuity� such as scene change in time and�or location�


�� The Proposed Approach to Scene�Based Video ToC Con�

struction

The proposed approach to video ToC construction consists of four modules
 shot boundary

detection and key frame extraction� spatio�temporal feature extraction� time�adaptive grouping�

and scene structure construction� We will discuss each of the modules in turn�


���� Shot boundary detection and key frame extraction

As described in Chapter �� a lot of work has been done in shot boundary detection� and

many of the approaches achieve satisfactory performance ������ In this paper� we use an ap�

proach similar to the one used in ������ For key frame extraction� although more sophisticated

techniques exist ����� ����� they require high computation e	ort� We select the beginning and

ending frames of a shot as the two key frames to achieve fast processing speed�


���� Spatio�temporal feature extraction

At the shot level� the shot activity measure is extracted to characterize the temporal infor�

mation
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Acti �
�

Ni � �

Ni��X
k��

Diffk�k�� �����

Diffk�k�� � Dist�Hist�k��Hist�k � ��� �����

where Acti and Ni are the activity measure and number of frames for shot i
 Diffk�k�� is the

color histogram di	erence between frames k and k � �
 Hist�k� and Hist�k � �� are the color

histograms for frames k and k� �
 Dist�� is a distance measure between histograms� We adopt

the intersection distance ���� in this paper� The color histograms used are �D histograms along

the H and S axes in HSV color space� We disregard V component because of its sensitivity to

the lighting condition�

At the key frame level� visual features are extracted to characterize the spatial information�

In the current algorithm� color histograms of the beginning and ending frames are used as the

visual feature for the shot


Hist�bi� �����

Hist�ei� �����

where bi and ei are the beginning and ending frames of shot i�

Based on the above discussion� a shot is modeled as

shoti � shoti�bi� ei� Acti�Hist�bi��Hist�ei�� �����

which captures both the spatial and the temporal information of a shot� At higher levels� this

spatial�temporal information is used in grouping and scene structure construction�


���� Time�adaptive grouping

Before we construct the scene structure� it is convenient to �rst create an intermediate

entity group to facilitate the later process� In grouping� similar shots are organized into groups�

because similar shots have a high possibility of being in the same scene� For shots to be similar�

the following properties should be satis�ed


� Visual similarity
 Similar shots should be visually similar� That is� they should have

similar spatial �Hist�bi� and Hist�ei�� and temporal �Acti� features�
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� Time locality
 Similar shots should be close to each other temporally ������ For example�

visually similar shots� if far apart from each other in time� seldom belong to the same

scene and� hence� not to the same group�

Yeung et al� ����� proposed a time�constrained clustering approach to grouping shots� where

the similarity between two shots is set to � if their time di	erence is greater than a prede�ned

threshold� We propose a more general time�adaptive grouping approach based on the two

properties for similar shots described above� In our proposed approach� the similarity of two

shots is an increasing function of visual similarity and a decreasing function of frame di	erence�

Let i and j be the indexes for the two shots whose similarity is to be determined� where

shot j 
 shot i� The calculation of the shot similarity is described as follows


�� Calculate the shot color similarity ShotColorSim


�a� Calculate the four raw frame color similarities
 FrameColorSimbj �ei � FrameColorSimej �ei �

FrameColorSimbj �bi � and FrameColorSimej�bi � where FrameColorSimx�y is de�

�ned as

FrameColorSimx�y � ��Diffx�y �����

where x and y are two arbitrary frames�

�b� To model the importance of time locality� we introduce the concept of temporal

attraction� Attr� which is a decreasing function of the frame di	erence


Attrbj �ei � max��� � �
bj � ei

baseLength
� �����

Attrej �ei � max��� � �
ej � ei

baseLength
� �����

Attrbj �bi � max��� � �
bj � bi

baseLength
� �����

Attrej �bi � max��� � �
ej � bi

baseLength
� ������

baseLength � MULTIPLE � avgShotLength ������

where avgShotLength is the average shot length of the whole video stream
MULTIPLE

is a constant that controls how fast the temporal attraction will decrease to �� For
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our experiment data� we �nd MULTIPLE � �� gives good results� The above

de�nition of temporal attraction says that the farther apart the frames� the less the

temporal attraction� If the frame di	erence is larger than MULTIPLE times the

average shot length� the attraction decreases to ��

�c� Convert the raw similarities to time�adaptive similarities� which capture both the

visual similarity and time locality


FrameColorSim�

bj�ei � Attrbj �ei � FrameColorSimbj �ei ������

FrameColorSim�

ej�ei � Attrej �ei � FrameColorSimej�ei ������

FrameColorSim�

bj �bi � Attrbj �bi � FrameColorSimbj �bi ������

FrameColorSim�

ej�bi � Attrej �bi � FrameColorSimej �bi ������

�d� The color similarity between shots i and j is de�ned as the maximum of the four

frame similarities


ShotColorSimi�j � max� FrameColorSim�

bj�ei
�

F rameColorSim�

ej �ei�

F rameColorSim�

bj �bi
�

F rameColorSim�

ej�bi
�

�� Calculate the shot activity similarity ShotActSim


ShotActSimi�j � Attrcenter � jActi �Actj j ������

Attrcenter � max��� ��
�bj ! ej��� � �bi ! ei���

baseLength
� ������

where Attrcenter is the temporal attraction between the two center frames of shot i and

shot j�

�� Calculate the overall shot similarity ShotSim


ShotSimi�j �WC � ShotColorSimi�j !WA � ShotActSimi�j ������

where WC and WA are appropriate weights for color and activity measures�
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���� Scene structure construction

Similar shots are organized into a group� but even dissimilar groups can be grouped into

a single scene if they are semantically related� Video is a sequential medium� Therefore� even

though two or more processes develop simultaneously in a video� they have to be displayed

sequentially� one after another� This is common in movies� For example� when two people

talk to each other� even though both people contribute to the conversation� the movie switches

back and forth between these two people� In this example� there clearly exist two groups� one

corresponding to person A� and the other corresponding to person B� Even though these two

groups are dissimilar groups� they are semantically related and should be merged together into

a single scene� The proposed scene structure construction algorithm achieves this goal using a

two�step process


� collect similar shots into groups using time�adaptive grouping� and

� merge semantically related groups into a uni�ed scene�

The detailed algorithm is described as follows


Main procedure

� Input
 Video shot sequence� S � fshot �� ���� shot ig�

� Output
 Video structure in terms of scene� group� and shot�

� Procedure


�� Initialization
 Assign shot � to group � and scene �
 initialize the group counter

numGroups � �
 initialize the scene counter numScenes � ��

�� If S is empty� quit
 otherwise get the next shot� Denote this shot as shot i�

�� Test if shot i can be merged into an existing group


�a� Compute the similarities between the current shot and existing groups
 call the

procedure findGroupSim���

�b� Find the maximum group similarity


maxGroupSimi � max
g

GroupSimi�g � g � �� ���� numGroups ������
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where GroupSimi�g is the similarity between shot i and group g� Let the group

of the maximum similarity be group gmax�

�c� Test if this shot can be merged into an existing group


If maxGroupSimi 
 groupThreshold� where groupThreshold is a prede�ned

threshold


i� Merge shot i to group gmax�

ii� Update the video structure
 call the procedure updateStructure���

iii� Goto Step ��

otherwise


i� Create a new group containing a single shot i� Let this group be group j�

ii� Set numGroups � numGroups! ��

�� Test whether shot i can be merged with an existing scene


�a� Calculate the similarities between the current shot i and existing scenes
 call

the procedure findSceneSim���

�b� Find the maximum scene similarity


maxSceneSimi � max
s

SceneSimi�s � s � �� ���� numScenes ������

where SceneSimi�s is the similarity between shot i and scene s� Let the scene

of the maximum similarity be scene smax�

�c� Test whether shot i can be merged into an existing scene


If maxSceneSimi 
 sceneThreshold� where sceneThreshold is a prede�ned

threshold


i� Merge shot i with scene smax�

otherwise


i� Create a new scene containing a single shot i and a single group j�

ii� Set numScenes � numScenes! ��
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�� Goto Step ��

The input to the algorithm is an unstructured video stream while the output is a structured

video consisting of scenes� groups� shots� and key frames� on which the construction of video

ToC is based �Figure �����

video
scene0

scene1

scene2

scene3

group0: shot(0,3,5,7)

group1: shot(1,4,6,8)

group2: shot(2)

group3: shot(9,10,12,13,15)

group4: shot(11,14,16,17,18)

group5: shot(19,20,22,24,26,27,30)

group6: shot(21,28,29,31,32,34)

group7: shot(23,25,33,35,37)

group8: shot(36,38)

group9: shot(39,40,41)

Figure ��� An example video ToC

�ndGroupSim

� Input
 Current shot and group structure�

� Output
 Similarity between current shot and existing groups�

� Procedure


�� Denote current shot as shot i�

�� Calculate the similarities between shot i and existing groups


GroupSimi�g � ShotSimi�glast � g � �� ���� numGroups ������

where g is the index for groups and glast is the last �most recent� shot in group g�

That is� the similarity between current shot and a group is the similarity between

the current shot and the most recent shot in the group� The reason of choosing the

most recent shot to represent the whole group is that all the shots in the same group
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are visually similar and the most recent shot has the largest temporal attraction to

the current shot�

�� Return�

�ndSceneSim

� Input
 Current shot� group structure and scene structure�

� Output
 Similarity between current shot and existing scenes�

� Procedure


�� Denote current shot as shot i�

�� Calculate the similarity between shot i and existing scenes


SceneSimi�s �
�

numGroupss

numGroupssX
g

GroupSimi�g ������

where s is the index for scenes
 numGroupss is the number of groups in scene s


and GroupSimi�g is the similarity between current shot i and g
th group in scene s�

That is� the similarity between current shot and a scene is the average of similarities

between current shot and all the groups in the scene�

�� Return�

updateStructure

� Input
 Current shot� group structure� and scene structure�

� Output
 An updated version of group structure and scene structure�

� Procedure


�� Denote current shot as shot i and the group having the largest similarity to shot i

as group gmax� That is� shot i belongs to group gmax�

�� De�ne two shots top and bottom� where top is the second to the last shot in group

gmax and bottom is the last shot in group gmax �i�e�� current shot��
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�� For any group g� if any of its shots �shot gj� satis�es the following condition

top � shot gj � bottom ������

merge the scene that group g belongs to into the scene to which group gmax belongs�

That is� if a scene contains a shot that is interlaced with the current scene� merge

the two scenes� This is illustrated in Figure ��� �shot i � shot �� gmax � �� g � ��

top � shot �� and bottom � shot ���

. . . . . .0 1 2 3 4 0 1 2 3 4

0 0 1 1 0

0 0 1 1 0

0 0 1 1 0

00 0 0 0

top bottom

update

updated

before after

shot

group

scene

Figure ��� Merging scene � to scene �

�� Return�

The procedure updateStructure is fundamentally important to scene structure construction�

While findGroupSim helps to group similar shots into a group and findSceneSim helps

to merge a shot �or a single�element group� into a scene� it is updateStructure that links

semantically related groups into a single scene� For example� for scene � in Figure ���� while

findGroupSim helps to group shots �� �� �� � into group �
 and findSceneSim helps to group

shot � to scene �� it is updateStructure that links the three groups into one uni�ed scene�


���� Comparison with existing approaches

Scene structure analysis has been previously explored in ����� ���� and in ������ To simplify

the notations� we will refer the approach described in ����� ���� as approach A and the approach
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described in ����� as approach B� Comparing approaches A and B with our proposed approach�

some observations can be made�

� Temporal continuity
 In approach A� a time�window of width T is used in the time�

constrained clustering� Similarly� in approach B� a search window of eight shots long

is used when calculating the shot similarities� While this �window� approach is a big

advance from the ordinary clustering in video analysis� it has the problem of discontinuity

in clustering� For example� if the frame di	erence between two shots is T � �� then the

similarity between these two shots is kept unchanged� But if these two shots are a bit

further apart from each other� making the frame di	erence to be T ! �� the similarity

between these shots is cleared to �� This discontinuity may potentially cause incorrect

clustering and may make the clustering results sensitive to the window width� To overcome

this discontinuity problem in our proposed approach� we introduce the concept of temporal

attraction� which is a continuous and decreasing function of frame di	erence �Equations

�������������� Temporal attraction e	ectively models the importance of time locality and

does not cause any discontinuity in grouping�

� Direct merge to a scene
 In many cases� the current shot may not be su�ciently similar

to any group in a scene
 thus it could not be directly merged to the scene� However�

it may be similar to a certain degree to most of the groups in a scene� For example� a

camera shoots three sets of shots of a person from three angles
 ��� ��� and �� degrees�

Obviously� the three sets of shots will form three groups� Suppose the �rst two groups

have already been formed and the current shot is a shot in group �� Although the current

shot may not be very similar to either group � or group �� it is to some extent similar

to both group � and group �� and all the three groups are semantically related� This

situation occurs quite often in video shooting� Approaches A and B will not be e	ective

in handling this� they only compare the current shot to the individual groups� but not

to the scene as a whole� In the proposed approach� besides calculating the similarities

between current shot and groups �Step � in the main procedure�� we also calculate the
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similarities between current shot and the scene that consists of multiple groups �Step �

in the main procedure�� This added functionality e	ectively takes into account the above

example situation and merges all the � groups into a uni�ed scene�

� On�line processing
 Another advantage of our proposed approach over approaches A

and B is that the proposed approach is designed to process the video on�line� As the

shot sequence S is coming in� the proposed approach dynamically constructs the scene

structure� In approaches A and B� however� only when all the shots of the video are

available can the algorithms proceed�


�� Determination of the Parameters

There are four parameters in the proposed video ToC construction algorithm
 WC � WA�

groupThreshold� and sceneThreshold� For an algorithm to be of practical use� all the param�

eters must be determined either automatically by the algorithm itself or easily by the user� In

our proposed algorithm� Gaussian normalization is used in determining the four parameters�

Speci�cally� WC and WA are determined automatically by the algorithm� and groupThreshold

and sceneThreshold are determined by the user�s interaction�


���� Gaussian normalization

In Equation ������� we combine color histogram similarity and activity similarity to form

the overall shot similarity� Because the color histogram feature and activity feature are from

two totally di	erent physical domains� it would be meaningless to combine them without �rst

normalizing them� The Gaussian normalization process ensures that entities from di	erent

domains are normalized to the same dynamic range� The normalization procedure is described

as follows


�ndMeanAndStddev
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� Input
 Video shot sequence� S � fshot �� ���� shot ig and a feature F associated with

the shots� For example� the feature F can be either color histogram feature or activity

feature�

� Output
 The mean � and standard deviation � of this feature F for this video�

� Procedure


�� If S is not empty� get the next shot
 otherwise goto ��

�� Denote current shot as shot i�

�a� Compute the similarity in terms of F between shot i and shot i�� i� � i �

MULTIPLE� ���� i��� Note that only the similarities of the previousMULTIPLE

shots need to be calculated� because shots outside MULTIPLE have zero tem�

poral attraction to the current shot�

�b� Store the calculated similarity values in an array As�

�c� Goto step ��

�� Let NA be the number of entries in the array As� Consider this array as a sequence

of Gaussian variables and compute the mean �As and standard deviation �As of the

sequence�

The means and standard deviations for color histogram and activity measure are �rst calcu�

lated �denoted as �C � �C � �A� and �A� by the above normalization procedure before the scene

construction procedure is applied in Section ���� During the scene construction procedure� �C �

�C � �A� and �A are used to convert the raw similarity values to normalized ones� That is� Step

� in Section ��� �Equation ������� is modi�ed to


�� Calculate the overall shot similarity


ShotSimi�j � WC � ShotColorSim�

i�j !WA � ShotActSim
�

i�j ������

ShotColorSim�

i�j �
ShotColorSimi�j � �C

�C
������

ShotActSim�

i�j �
ShotActSimi�j � �A

�A
������
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where WC and WA are appropriate weights for color and activity measures
 ShotColorSimi�j

and ShotActSimi�j are the raw similarity values� The above procedure converts the raw similar�

ities into similarities obeying the normal distribution of N��� ��� Being of the same distribution�

the normalized color histogram similarity and the normalized activity similarity can be mean�

ingfully combined into an overall similarity� How to determine the appropriate values for WC

and WA is discussed in the next sub�section�


���� Determining WC and WA

After the Gaussian normalization procedure� the raw similarities of both color histogram and

activity measure are brought into the same dynamic range� That is� the normalized similarities

of the color histogram feature and the activity feature contribute equally to the overall similarity�

To re�ect the relative importance of each feature� di	erent weights are associated with the

features�

The relative �importance� of a feature can be estimated from the statistics of its feature

array As� For example� if all the elements in As are of similar value� then this particular

feature has little discriminating power and should receive low weight� On the other hand� if

the elements in As demonstrate variation� then the feature has good discriminating power and

should receive high weight� Based on this intuition� the standard deviation of the feature array

As furnishes a good estimation of the feature�s importance �weight�� In our case� WC and WA

can be automatically determined as follows


WC �
�C

�C ! �A
������

WA �
�A

�C ! �A
������

where �C and �A are obtained from the procedure �ndMeanAndStddev�
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���� Determining groupThreshold and sceneThreshold

The groupThreshold and sceneThreshold are two important parameters in the proposed

algorithm� The determination of these two thresholds would be di�cult and time consuming if

the shot similarities were not normalized� because in that case the thresholds are

� Feature dependent
 Di	erent features �color histogram versus activity measure� may re�

quire di	erent thresholds�

� Case dependent
 Di	erent videos may require di	erent thresholds�

But after the Gaussian normalization procedure� the similarity distribution of any feature

for any video is normalized to the Gaussian N��� �� distribution� making the determination of

thresholds much easier� The Gaussian N��� �� distribution is plotted in Figure ����

0

P(X < x)

x

σ 1.25 σ

0.85

0.90

Figure ��� The Gaussian N����� distribution

A learning process can be designed to �nd appropriate values for the two thresholds� Be�

cause any feature�s similarity in any video is mapped to the same distribution� the training

feature and video can be arbitrary� During the training� a human manually adjusts the two

thresholds to obtain good video scene structure� This learning process needs to be done only

once� The determined two thresholds can then be used for any other features in any other

videos� Experimentally we �nd that groupThreshold � � � � and sceneThreshold � �

give good scene structure� This set of thresholds are used through out all the experiments

reported in Section ���� Note that P �X � xjx � groupThreshold � ������ � ���� and

P �X � xjx � sceneThreshold � ��� � ����� These two probabilities indicate that

���



� only if a shot is very similar to a group �better than ��� of all the shots� can it be merged

to the group� and

� when a shot is similar to some extent �better than ��� of all the shots� to all the groups

in a scene� it is considered similar to the scene�

These probabilities match the physical meaning of the two thresholds� as discussed in Section

����


�� Experimental Results

Our video ToC construction system is implemented on Sun SPARC workstations� with the

processing module written in C and interface module written in Java� We are currently expand�

ing the system to deal with video streams that come from the Internet� In all the experiments

reported in this section� the video streams are MPEG compressed� with the digitization rate

equal to �� frames�s� To validate the e	ectiveness of the proposed approach� representatives of

various movie types are tested� Speci�cally� The Bridges in Madison County �BMC� �romantic�

slow�� Pretty Woman �PW� �romantic�fast�� Grease �GR� �music�� The Mask �MS� �comedy��

Star Trek �ST� �science �ction�slow�� Star War �SW� �science �ction�fast�� and Total Recall

�TR� �action� are used in our experiments� Each video clip lasts about ����� min� The exper�

imental results are shown in Table ���� where �detected scenes� means the number of scenes

detected by the algorithm
 �false negatives� indicates the number of scenes missed by the algo�

rithm
 and �false positives� indicates the number of scenes detected by the algorithm that are

actually not scenes�

Because scene is a semantic�level concept� the ground truth of scene boundary is not always

concrete� and this might be why the authors of ����� ���� and ����� do not include the two

columns of �false negative� and �false positive� in their experimental result tables� However�

in order to judge the e	ectiveness of a video ToC construction approach� we believe it is useful

to include those two columns� Although scene is a semantic concept� relative agreement can

be reached among di	erent people� The ground truth of the scene boundaries for the test
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Table ��� Scene structure construction results�

movie name frames shots groups detected scenes false negatives false positives

BMC ����� ��� �� 	 � �

PW ���	� ��
 �	 � � �

GR ����� �� �� 
 � �

MS �	��� ��	 �� �� � �

ST ���
� �� �� 
 � �

SW ���
� ��� �� �� � ��

TR �	�	� ��� 
	 �� � �

video sequences are obtained from a group of people who are invited to judge the algorithm�s

performance� The �ground truth� is the consensus of these people�

From the results in Table ���� some observations can be made


� The proposed scene construction approach achieves good results in most movie types�

� The proposed approach seldom misses a scene boundary� but tends to oversegment the

video� That is� the �false positive� occurs more often than �false negative�� This situa�

tion is expected for most of the automated video analysis approaches and has also been

observed by other researchers ����� �����

� The proposed approach is practical in terms of parameter determination� A single set of

thresholds �groupThreshold � � � � and sceneThreshold � �� is used through out the

experiments� and WC and WA are determined automatically by the algorithm itself� as

described in Section ����

The scene structure information in Table ���� together with the representative frames for

each scene� leads to a semantic level video ToC to facilitate user�s access to the video� Figures ���

and ��� illustrate the browsing process� enabled by the video ToC� Figure ��� shows a condensed

ToC for a video clip� as we normally have in a long book� By looking at the representative

frames and text annotation� the viewer can determine which particular portion of the video

clip he is interested in� In that case� the viewer can further expand the ToC into more detailed

levels� such as groups and shots� The expanded ToC is illustrated in Figure ���� Clicking on
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the �Display� button will display the speci�c portion that is of interest to the viewer� without

viewing the entire video�

Figure ��� Video ToC for BMC �scene level�

The above scene�based video ToC greatly facilitates the user�s access to the video� This

video ToC not only provides the user with a nonlinear access to the video �in contrast to

conventional linear fast�forward and rewind� but also gives the user a global �picture� of the

whole story of the video� If� instead� we were using a �D array of key frames to present the

video� � � ��� � ��� frames must be presented sequentially� Because of the �D linear display

nature� even if a user can patiently browse through all the ��� frames� it is still di�cult for him

or her to perceive the underlying story structure�


�� Conclusions

With the rapid increase in digital multimedia� digital video analysis has become one of

the most active research areas in the past few years� A fundamental research task in video

analysis is to extract video structures� such as video ToC� to facilitate the user�s access� This

paper presents an e	ective approach to video ToC construction� in which shots are grouped
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Figure ��� Video ToC for BMC �group level�

into semantic�related scenes� The output of the proposed algorithm provides a structured video

that greatly facilitates the user�s access� Experiments based on real�world movie videos validate

the e	ectiveness of the proposed approach�

The approach proposed in this chapter provides an open framework for structure analysis of

video � features other than the ones used in this paper can be readily incorporated for the pur�

pose of video ToC construction� We are currently exploring integration of other visual features�

as well as audio features �speech and background music� and text features �close caption�� into

the developed framework� We believe that an appropriate fusion of these multimodalities will

result in a more semantically correct video ToC�
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CHAPTER �

VIDEO RETRIEVAL

��� Related Work

As we discussed in chapter �� both ToC and Index are equally important for accessing video

content� Unlike the other video representations� the mosaic representation is especially suitable

for video retrieval� The three components �moving objects� backgrounds� and camera motions�

are perfect candidates for video Index� After constructing such a video index� queries such as

�Find me a car moving like this�� �Find me a conference room having that environment�� etc�

can be e	ectively supported�

��� Proposed Approach

Constructing the Index for video is far more complex than constructing an index for books�

For books� the form of index is �xed �e�g�� keywords�� For videos� the viewer�s interests may

cover a wide range� Depending on their knowledge and profession� they may be interested in

semantic level labels �building� car� people�� low�level visual features �color� texture� shape�� or

the camera motion e	ects �pan� zoom� rotation�� Our current system supports the following

three Index categories


� Visual Index

� Semantic Index

� Camera motion Index
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To support semantic�level� and visual�feature�based queries� frame clusters are �rst con�

structed to provide index� Our clustering algorithm is described as follows


�� Feature extraction
 Color and texture features are extracted from each frame� The color

feature is � � � �D color histogram in HSV color space� The V component is not used

because of its sensitivity to lighting conditions� The H component is quantized �ner

than the S component due to the psychological observation that human visual system

is more sensitive to hue than to saturation� For texture feature� the input image is fed

into a wavelet �lter bank and is decomposed into de�correlated subbands� Each subband

captures the feature of some scale and orientation of the original image� Speci�cally�

we decompose an image into three wavelet levels
 thus having �� subbands� For each

subband� the standard deviation of the wavelet coe�cients is extracted� The �� standard

deviations are used as the texture representation for the image ������

�� Global clustering
 based on the features extracted from each frame� the whole video clip

is grouped into clusters� The detailed description of the clustering process can be found

in our previous work ������ Note that each cluster can contain frames from multiple shots

and each shot can contain multiple clusters as well� The cluster centroids are used as the

visual Index and can be later labeled as semantic Index �see Chapter ���� This procedure

is illustrated in Figure ����

Video clip

Clusters

Index

shot 1 shot 2 shot 3 shot 4 shot n

People House Truck Dog

. . .

 . . .

 . . .

Figure 	�� From video clip to cluster to index
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After the above clustering process� the whole video clip is grouped into multiple clusters�

Since color and texture features are used in the clustering process� all the entries in a given

cluster are visually similar� Therefore these clusters naturally provide support for the visual

queries�

In order to support semantic level queries� semantic labels need to be provided for each

cluster� Instead of attempting to attack the un�solved automatic image understanding problem�

semi�automatic human assistance is used in this paper� We have built interactive tools to display

each cluster centroid frame to a human user and the user will label that frame� The label will

then be propagated through the whole cluster� Because only the cluster centroid frame needs

to be labeled� the interactive process is fast� For a ������ frame video clip �BMC�� about ��

minutes is needed� After this labeling process� the clusters can support both visual and semantic

queries� The speci�c semantic labels for BMC are people� truck� dog� tree� grass� road� bridge�

house� corn �eld� etc�

To support camera motion queries� our lab has developed techniques to detect camera

motion in the MPEG compressed domain ������ The in�coming MPEG stream does not need

to be fully decompressed� The motion vectors in the bit stream form good estimates of camera

motion e	ects� Panning� zooming� and rotation e	ects can be e	ectively detected ������
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CHAPTER ��

A UNIFIED FRAMEWORK FOR VIDEO BROWSING AND

RETRIEVAL

The previous two chapters described our video browsing and retrieval techniques separately�

In this section� we will integrate them into a uni�ed framework to enable a user to go �back and

forth� between browsing and retrieval� Going from Index to ToC� a user can get the context

where the indexed entity is located� Going from ToC to Index� a user can pin point speci�c

queries� Figure ���� illustrates the uni�ed framework�

Scenes

Groups

Shots

ToC Index

Key frames

Browsing Retrieval

weight
link

Visual

Semantic

Camera motion

Figure �
�� A uni�ed framework
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An essential part of the uni�ed framework is the weighted links� The links can be established

between Index entities and scenes� groups� shots� and key frames in the ToC structure� As a

�rst step� in this paper we focus our attention on the links between Index entities and shots�

Shots are the building blocks of the ToC� Other links are generalizable from the shot link�

For the link between shots and visual Index� we propose the following techniques� As

we mentioned before� a cluster may contain frames from multiple shots� The frames from a

particular shot form a subcluster� Denote this subcluster�s centroid as csub and the centroid of

the whole cluster as c� This is illustrated in Figure �����
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Figure �
�� Sub�clusters

The symbol c is a representative of the whole cluster �and thus the visual Index�� and csub

is a representative of the frames from a given shot in this cluster� We de�ne the similarity

between the cluster centroid and subcluster centroid as the link weight between Index entity c

and that shot


wv�i� j� � similarity�csub� cj� ������

where i and j are the indices for shots and clusters� respectively
 and wv�i� j� denotes the link

weight between shot i and visual Index cluster cj�

After we have de�ned the link weights between shots and visual Index and have labeled

each cluster� we can next establish the link weights between shots and semantic Index� Note

that multiple clusters may share the same semantic label� The link weight between a shot and

a semantic Index is de�ned as


ws�i� k� � maxj�wv�i� j�� ������
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Table �
�� Going from semantic� visual� camera Index to ToC�

shot id � � �� �� �� �� ��

ws ���	� ���
� ����� ���
� ���	� ���	� �����

shot id �
 �� �� �� �� �
 ��

wv ����� ����� ����� ����� ����� ����� �����

shot id � � � � � 	 


wc ���� ���� ���� ���� ���
 ���� ����

where k is the index for the semantic Index entities
 and j represents those clusters sharing the

same semantic label k�

The link weight between shots and a camera motion Index �e�g�� panning� is de�ned as


wc�i� l� �
ni
Ni

������

where l is the index for the camera operation Index entities
 ni the number of frames having

that camera motion operation
 and Ni the number of frames in shot i�

Extensive tests have been carried out over real�world video clips� The video streams are

MPEG compressed� with the digitization rate equal to �� frames�s� Table ���� summarizes

example results over the video clip BMC� The �rst two rows are an example from semantic

Index �e�g�� truck� to ToC �shots� �also in Figure ������ The middle two rows are an example

from visual Index �e�g�� Figure ����� to the ToC �shots� �also in Figure ������ The last two rows

are from camera operation Index �panning� to the ToC �shots��

Figure �
�� Frame ���� as a visual Index
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Figure �
�� Interface for going from semantic Index to ToC

By just looking at each isolated Index alone� a user cannot understand the context� By

going from Index to ToC �as in Table ������ a user can quickly learn when and under which

circumstances �e�g�� within a particular scene� that Index entity occurs� Table ���� summarizes

how do we go from Index to ToC to �nd the context� We can also go from ToC to Index to pin

point speci�c Index� Table ���� summarizes what are the Index entities appeared in shot �� of

the video clip BMC�

Table �
�� Going from ToC �shots� to Index�

Index fence mail box human hand mirror steer wheel

Weight ����� ���	� ����� ���	� ����
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Figure �
�� Interface for going from visual Index to ToC

For a continuous long medium type like video� a �back and forth� mechanism between

browsing and retrieval is crucial� The video library users may have to browse the video �rst

before they know what to retrieve� On the other hand� after retrieving some video objects� it

will guide the users to browse the video in the correct direction� We have carried out extensive

subjective tests over users from various disciplines in the university� From their feedback� this

uni�ed framework greatly facilitated their access to video contents� in both home entertainment

and education�
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CHAPTER ��

CONCLUSIONS AND FUTURE WORK OF VIDEO SYSTEM

The contributions of this part of the thesis are summarized as follows


� Reviewed and discussed recent research progress in video analysis� representation� brows�

ing� and retrieval�

� Introduced video ToC and Index and presented techniques for constructing them�

� Proposed a uni�ed framework for video browsing and retrieval� and proposed techniques

for establishing the link weights between ToC and Index�

� Based on the test results� the proposed uni�ed framework greatly facilitated users access

to video contents�

We are aware that video is not just a visual medium� It contains text and audio information�

in addition to visual information� thus� �true� multimedia� Multimodel and multimedia pro�

cessing is always more reliable and robust than a single medium� We are currently investigating

techniques in integrating close�captioning and audio track information into our algorithm to

enhance the construction of ToC� Index� and link weights�

Visual content� such as color� texture� shape� and motion vectors� are normally low�level

features� On the other hand� the keywords and key concepts extracted from close�caption

data are normally high�level features� By combining the two� better video representation and

retrieval results can be achieved�
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APPENDIX A

NORMALIZATION

One thing that we did not go into details about is the normalization process� If you look

at either of Equation ����� or Equation ������� we note that if we do not make sure that the

individual distance values at the representation level are in the same dynamic range� then

it would be meaningless to combine them at a higher level� This is because one individual

representation level distance value may overshadow the others just because its magnitude is

large� For the same reason� when we calculate d��ri��s� the vector components� rik�s� should also

be normalized before applying computing the distance value� We refer the normalization of

�rik�s as intranormalization and the normalization of d��ri��s as internormalization ������

A�� Intranormalization

This normalization process puts equal emphasis on each component� rik� within a represen�

tation vector �ri� To see the importance of this� note that di	erent components within a vector

may be of totally di	erent physical quantities� Their magnitudes can vary drastically� thereby

biasing the distance measure�

Assume there are M images in the database� let m be the image id index� and let R be

a matrix obtained by stacking representation vectors �rmi�s into each row of Ri� We therefore

have a M �Ki matrix

Ri � ��r
T
mi� � �Rimk�� m � �� ����M� k � �� ����Ki �A���
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where Rimk is the m� k
th entry in matrix R�

Now� the kth column of matrix Ri is a length�M sequence� We denote this sequence as

Rik� Our goal is to normalize the entries in each column to the same range so as to ensure that

each individual component receives equal emphasis when calculating the distance between two

vectors� One way of normalizing the sequence Rik is to �nd the maximum and minimum values

of Rik and normalize the sequence to ��� �� as follows


Rimk �
Rimk �minik
maxik �minik

� �A���

where minik and maxik refer to the smallest and the biggest values in the sequence Rik�

Although simple� this is not a desirable normalization procedure� We will examine a sequence

f���� ���� ���� ���� �����g� If we use Equation �A��� to normalize the sequence� most of the ���

�� range will be taken away by a single entry ������ and most of the information in f���� ����

���� ���g is warped into a very narrow range�

A better approach is to use the Gaussian normalization� Assuming the sequence Rik to be

a Gaussian sequence� we compute the mean �ik and standard deviation �ik of the sequence�

We then normalize the original sequence to a N����� sequence as follows


Rimk �
Rimk � �ik

�ik
�A���

It is easy to prove that after the normalization according to Equation �A���� the probability

of an entry�s value being in the range of ���� �� is ���� If we use ��k in the denominator�

according to the ��� rule� the probability of an entry�s value being in the range of ���� �� is

approximately ���� In practice� we can consider all the entry values to be within the range of

���� �� by mapping the out�of�range values to either �� or �� The advantage of this normalization

process over Equation �A��� is that the presence of a few abnormally large or small values� such

as the ����� entry in the example sequence� does not bias the importance of a component rik

in computing the distance between vectors�
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A�� Internormalization

Intranormalization procedure ensures the equal emphasis of each component rik within a

representation vector ri� On the other hand� the internormalization procedure ensures equal

emphasis of each individual distance value d��ri� within the overall distance value d�

Depending on the distance measure �i�� used� the values of d��ri��s can be of quite di	erent

dynamic ranges� In order to ensure that no single d��ri� will overshadow the others only because

it has a larger magnitude� inter�normalization should be applied� This procedure is summarized

as follows


�� For a particular representation i� compute the distance �in terms of this representation�

between any pair of images in the image collection


dm�n�� � �i��rmi� �rni�Wi� �A���

m�n � �� ����M

m �� n

�� Since there are M images in the collection� there are CM
� � M��M���

� possible distance

values between any pair of images� Treat them as a data sequence and �nd the mean �i

and standard deviation �i of the sequence� Store �i and �i in the database to be used in

later normalization�

�� When a query Q is presented� compute the raw �unnormalized� distance values between

�qi and the images in the database�

dm��ri� � �i��ri� �qi�Wi� �A���

�� Normalize the raw distance values as follows


d�m��ri� �
dm��ri�� �i

��i
�A���

As explained in the intranormalization subsection� this Gaussian normalization procedure

ensures that ��� of all the d�m��ri� values will be within the range of ���� ��� An additional
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shift will guarantee that ��� of distance values are within ��� ��� if that is desired


d��m��ri� �
d�m��ri� ! �

�
�A���

After this shift� in practice� we can consider all the values to be within the range of ���

��� since an image whose distance from the query is greater than � is very dissimilar and

can be disregarded without a	ecting the retrieval results�

In the above normalization process� the �rst two steps are done o	�line to obtain ��i and ��i�

The last two steps are done on�line to convert the unnormalized value to normalized ones� by

using the precalculated statistics ��i and ��i�

The above�described normalization process assumes thatM is large enough� such that ��i and

��i calculated based on C
M
� distance values approximate the true mean and standard deviation

of the distribution of all possible dm�n��ri��s by the law of large numbers �LLN� ������ This

assumption is important because it ensures that we can use Equation �A��� to normalize the

distance value between an image and a query Q� where the query Q is arbitrary and may not

be one of the images in the database�

After the intra� and internormalization procedures discussed above� the components rik

within a vector �ri� as well as d��ri��s within the overall distance d� are of equal emphasis� This

objective equality allows us to meaningfully associate subjectively unequal intra� and inter�

weights for a particular query �Sections ���������
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