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Abstract

Content�Based Image Retrieval �CBIR� has become one of the most active research areas in the
past few years� Many visual feature representations have been explored and many systems built� While
these research e�orts establish the basis of CBIR� the usefulness of the proposed approaches is limited�
Speci�cally� these e�orts have relatively ignored two distinct characteristics of CBIR systems� ��� the
gap between high level concepts and low level features	 �
� subjectivity of human perception of visual
content�

This paper proposes a relevance feedback based interactive retrieval approach� which e�ectively
takes into account the above two characteristics in CBIR� During the retrieval process� the user�s high
level query and perception subjectivity are captured by dynamically updated weights based on the
user�s relevance feedback� The experimental results show that the proposed approach greatly reduces
the user�s e�ort of composing a query and captures the user�s information need more precisely�

� Introduction

With the advances in the computer technologies and the advent of the World�Wide Web� there has
been an explosion in the amount and complexity of digital data being generated� stored� transmitted�
analyzed� and accessed� Much of this information is multimedia in nature� including digital images�
video� audio� graphics� and text data� In order to make use of this vast amount of data� e�cient
and e�ective techniques to retrieve multimedia information based on its content need to be developed�
Among the various media types� images are of prime importance� Not only it is the most widely
used media type besides text� but it is also the basis for representing and retrieving videos and other
multimedia information� This paper deals with the retrieval of images based on their contents� even
though the approach is readily generalizable to other media types�

Keyword annotation is the traditional image retrieval paradigm� In this approach� the images are
�rst annotated manually by keywords� They can then be retrieved by their corresponding annotations�
However� there are three main di�culties with this approach� i�e� the large amount of manual e�ort
required in developing the annotations� the di�erences in interpretation of image contents� and incon�
sistency of the keyword assignments among di�erent indexers 
�� 
� ��� As the size of image repositories
increases� keyword annotation approach becomes infeasible�

�This work was supported in part by NSF�DARPA�NASA DLI Program under Cooperative Agreement ��������� in part
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���			�� and in part by a CSE Fellowship� UIUC�
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To overcome the di�culties of the annotation based approach� an alternative mechanism� Content�
Based Image Retrieval �CBIR�� has been proposed in the early �����s� Besides using human�assigned
keywords� CBIR systems use the visual content of the images� such as color� texture� and shape features�
as the image index� This greatly alleviate the di�culties of the pure annotation based approach� since
the feature extraction process can be made automatic and the image�s own content is always consistent�
Since its advent� CBIR has attracted great research attention� ranging from government 
�� ��� industry


� �� ��� to universities 
�� �� ��� ��� �
�� Even ISO�IEC has recently launched a new work item� MPEG�
� 
��� ��� ��� ���� to de�ne a standard Multimedia Content Description Interface� Many special issues
from leading journals have been dedicated to CBIR 
��� ��� ��� 
�� and many CBIR systems� both
commercial 
�� 
� �� �� �� and academic 
�� �� ��� ��� �
�� have been developed recently�

Despite the extensive research e�ort� the retrieval techniques used in CBIR systems lag behind the
corresponding techniques in today�s best text search engines� such as Yahoo� Alta Vista� Lycos� etc� At
the early stage of CBIR� research primarily focused on exploring various feature representations� hoping
to �nd a �best� representation for each feature� For example� for texture feature alone� almost a dozen
representations have been proposed 

��� including Tamura 


�� MSAR 

��� Word decomposition 

���
Fractal 

��� Gabor Filter 

�� ���� and Wavelets 

�� 
�� �
�� etc� The corresponding system design
strategy for early CBIR systems is to �rst �nd the �best� representations for the visual features� Then�

� During the retrieval process� the user selects the visual feature�s� that he or she is interested in�
In the case of multiple features� the user has to also specify the weights for the representations�

� Based on the selected features and speci�ed weights� the retrieval system tries to �nd similar
images to user�s query�

We refer such systems as computer centric systems� since they do not involve human input in the
retrieval process� While the computer centric approach establishes the basis of CBIR� the performance
is not satisfactory due to the following two reasons�

� The gap between high level concepts and low level features

The assumption that the computer centric approach makes is that the high level concepts to low
level features mapping is easy for the user to do� While in some cases the assumption is true�
e�g� mapping a high level concept �fresh apple� to low level features �color and shape�� in other
cases� this may not be true� One example is to map an ancient vase with sophisticated design to
an equivalent representation using low level features� The gap exists between the two levels�

� The subjectivity of human perception

Di�erent persons� or the same person under di�erent circumstances� may perceive the same visual
content di�erently� This is called human perception subjectivity� The subjectivity exists in various
levels� For example� one person may be more interested in an image�s color feature while another
may be more interested in the texture feature� Even if both people are interested in texture�
the way how they perceive the similarity of texture may be quite di�erent� This is illustrated in
Figure ��

�a� �b� �c�

Figure �� Subjectivity in perceiving texture feature

Among the above three texture images� some may say �a� and �b� are more similar if they do



not care for the intensity contrast� while others may say �a� and �c� are more similar if they
ignore the local property on the seeds� No single texture representation can capture everything�
Di�erent representations capture the visual feature from di�erent angles�

In the computer centric approach� the �best� representations and weights are �xed� which can not
e�ectively model high level concepts and user�s perception subjectivity� Furthermore� speci�cation of
weights imposes a big burden on the user� as it requires the user to have a comprehensive knowledge
of the low level feature representations used in the retrieval system� which is normally not the case�

Motivated by the limitations of the computer centric approach� recently research focus in CBIR
has moved to interactive mechanism that involves human as part of the retrieval process 

�� 
�� ����
Examples include interactive region segmentation 
���	 interactive image annotation 

�� �
�	 usage of
supervised learning before the retrieval 
��� ���	 and interactive integration of keywords and high level
concepts to enhance image retrieval performance 
��� ����

In this paper� to overcome the di�culties faced by computer centric approach� we present a Rele�

vance Feedback based approach to CBIR� in which human and computer interact to re�ne high level
queries to representations based on low level features� Relevance feedback is a powerful concept used
in traditional text�based Information Retrieval systems� It is the process of automatically adjusting
an existing query using the information fed�back by the user about the relevance of previously re�
trieved objects such that the adjusted query is a better approximation to the user�s information need

��� ��� ���� In the relevance feedback based approach 
��� ��� ���� the retrieval process is interactive

between the computer and human� The burden of concept mapping and speci�cation of weights are
removed from the user� The user only need to mark which images he or she thinks are relevant to the
query� The weights embedded in the query object are dynamically updated to model the high level
concepts and perception subjectivity�

The remaining of the paper is organized as follows� In section 
� a multimedia object model
is introduced� which supports multiple features� multiple representations� and their corresponding
weights� The weights are essential in modeling high level concepts and perception subjectivity� Section
� discusses how the weights are dynamically updated based on the relevance feedback to track user�s
information need� Experimental results of the e�ectiveness of the retrieval algorithm are given in
Section �� Concluding remarks are given in Section ��

� The Multimedia Object Model

Before we describe how the relevance feedback technique can be used for CBIR� we �rst need to
formalize how an image object is modeled� An image object O is represented as�

O � O�D�F�R� ���

� D is the raw image data� e�g� a JPEG image�
� F � ffig is a set of low�level visual features associated with the image object� such as color�
texture� and shape�

� R � frijg is a set of representations for a given feature fi � e�g� both color histogram and color
moments are representations for the color feature 
�
�� Note that� each representation rij itself
may be a vector consisting of multiple components� i�e�

rij � 
rij�� ���� rijk� ���� rijK � �
�

where K is the length of the vector�

In contrast to the computer centric approach�s single representation and �xed weights� the proposed
object model supports multiple representations with dynamically updated weights to accommodate the
rich content in the image objects� Di�erent weights� Wi� Wij � and Wijk � are associated with features
fi� representations rij � and components rijk � respectively� The goal of relevance feedback� described in
next section� is to �nd the appropriate weights to model user�s information need�

Further notice that a query Q has the same model as that of the image objects� since it is also an
image object in nature�



� Integrating Relevance Feedbacks in CBIR

An image object model O� together with a set of similarity measures M � fmijg� speci�es a CBIR
model �D�F�R�M�� The similarity measures are used to determine how similar or dissimilar two
objects are� Di�erent similarity measures may be used for di�erent feature representations� For
example� Euclidean is used for comparing vector�based representations while Histogram Intersection
is used for comparing color histogram representations�

Based on the image object model and the set of the similarity measures� the retrieval process is
described below and also illustrated in Figure 
�
�� Initialize the weights W � 
Wi�Wij �Wijk � to W�� which is a set of no�bias weights� That is�

every entity are initially of the same importance�

Wi � W�i �
�

I
���

Wij � W�ij �
�

Ji
���

Wijk � W�ijk �
�

Kij

���

where I is the number of features in set F 	 Ji is the number of representations for feature fi	 Kij

is the length of the presentation vector rij �


� The user�s information need� represented by the query object Q� is distributed among di�erent
features fi� according to their corresponding weights Wi�

�� Within each feature fi� the information need is further distributed among di�erent feature rep�
resentations rij � according to the weights Wij �

�� The objects� similarity to the query� in terms of rij � is calculated according to the corresponding
similarity measure mij and the weights Wijk �

S�rij� � mij�rij �Wijk� ���

�� Each representation�s similarity values are then combined into a feature�s similarity value�

S�fi� �
X

j

WijS�rij� ���

�� The overall similarity S is obtained by combining individual S�fi��s�

S �
X

i

WiS�fi� ���

�� The objects in the database are ordered by their overall similarity to Q� The NRT most similar
ones are returned to the user� where NRT is the number of objects the user wants to retrieve�

�� For each of the retrieved objects� the user marks it as highly relevant� relevant� no�opinion� non�
relevant� or highly non�relevant� according to his information need and perception subjectivity�

�� The system updates the weights according to the user�s feedback such that the adjusted Q is a
better approximation to the user�s information need�

��� Go to Step 
 with the adjusted Q and start a new iteration of retrieval�

In Figure 
� the information need embedded in Q �ows up while the content of O�s �ows down�
They meet at the dashed line� where the similarity measures mij are applied to calculate the similarity
values S�rij��s between Q and O�s�

Following the Information Retrieval theories 
��� ��� ���� the objects stored in the database are
considered objective and their weights are �xed� Whether the query is considered objective or subjective
and whether its weights can be updated distinguish the proposed relevance feedback approach from
the computer centric approach� In the computer centric approach� query is considered objective� the
same as the objects stored in the database� and its weights are �xed� Because of the �xed weights� this
approach can not e�ectively model high level concepts and human perception subjectivity� It requires
the user to specify a precise set of weights at the query stage� which is normally not possible� On the
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Figure �� The retrieval process

other hand� queries in the proposed approach are considered as subjective� That is� during the retrieval
process� the weights associated with the query can be dynamically updated via relevance feedback to
re�ect the user�s information need� The burden of specifying the weights is removed from the user�

Note that in the proposed retrieval algorithm� both S and S�fi� are linear combinations of their
corresponding lower level similarities� The basis of the linear combination is that weights are propor�
tional to the entities� relative importance 
���� For example� if a user cares twice as much about one
feature �color� as he does about another feature �shape�� the overall similarity would be a linear combi�
nation of the two individual similarities with the weights being 
�� and ��� respectively� Furthermore�
because of the nature of linearity� these two levels can be combined into one� i�e��

S �
X

i

X

j

WijS�rij� ���

where Wij �s are now re�de�ned to be the weights by which the information need in Q is distributed
directly into rij �s�

��� Update of Wij

TheWij �s associated with the rij �s re�ect the user�s di�erent emphasis of a representation in the overall
similarity� The support of di�erent weights enables the user to specify his or her information need
more precisely� We will next discuss how to update Wij �s according to user�s relevance feedback�

Let RT be the set of the most similar NRT objects according to the overall similarity value S�

RT � 
RT�� ���� RTl� ���� RTNRT � ����

Let Score be the set containing the relevance scores fed�back by the user for RTl�s�

� �� if highly relevant ����

� �� if relevant ��
�

Scorel � �� if no�opinion ����

� ��� if non�relevant ����

� ��� if highly non�relevant ����

The choice of �� �� �� ��� and �� as the scores is arbitrary� Experimentally we �nd the above scores
capture the semantic meaning of highly relevant� relevant� etc� In Equations �������� we provide the
user with � levels of relevance� Although the more the levels� the more accurate is the feedback� it



is less convenient for the user to interact with the systems� Experimentally we �nd that � levels is a
good trade�o� between convenience and accuracy�

For each rij � let RT
ij be the set containing the most similar NRT objects to the query Q� according

to the similarity values S�rij��

RT ij � 
RT ij
�
� ���� RT

ij
l � ���� RT

ij
NRT

� ����

To calculate the weight for rij � �rst initialize Wij � �� and then use the following procedure�

Wij � Wij � Scorel� if RT ij
l is in RT ����

� Wij � �� if RT ij
l is not in RT ����

l � �� ���� NRT ����

Here� we consider all the images outside RT as marked with no�opinion and have the score of ��
After this procedure� if Wij � �� set it to �� Let WTij �

P
Wij be the total weights� The raw

weights obtained by the above procedure is then normalized by the total weight to make the sum of
the normalized weight equal to ��

Wij �
Wij

WTij

�
��

As we can see� the more the overlap of relevant objects between RT and RT ij � the larger the weight
of Wij � That is� if a representation rij re�ects the user�s information need� it receives more emphasis�

��� Update of Wijk

The Wijk �s associated with rijk �s re�ect the di�erent contributions of the components to the repre�
sentation vector rij � For example� in the wavelet texture representation� we know that the mean of a
sub�band may be corrupted by the lighting condition� while the standard deviation of a sub�band is
independent of the lighting condition� Therefore more weight should be given to the standard devia�
tion component� and less weight to the mean component� The support of di�erent weights enables the
system to have more reliable feature representation and thus better retrieval performance�

A standard deviation based weight updating approach has been proposed in our previous work
����
Out of the NRT returned objects� for those objects that are marked with highly relevant or relevant by
the user� stack their representation vector rij �s to form a M � �K matrix� where M � is the number of
objects marked with highly relevant or relevant� In this way� each column of the matrix is a length�M �

sequence of rijk �s� Intuitively� if all the relevant objects have similar values for the component rijk � it
means that the component rijk is a good indicator of the user�s information need� On the other hand�
if the values for the component rijk are very di�erent among the relevant objects� then rijk is not a
good indicator� Based on this analysis� the inverse of the standard deviation of the rijk sequence is a
good estimation of the weight Wijk for component rijk � That is� the smaller the variance� the larger
the weight and vice versa�

Wijk �
�

�ijk
�
��

where �ijk is the standard deviation of the length�M � sequence of rijk �s� Again� just as in Equation
�
��� we need to normalize Wijk �s in the same way�

Wijk �
Wijk

WTijk

�

�

where WTijk �
P
Wijk �

��� Summary

Based on the above description of the relevance feedback algorithm� we brie�y summarize its properties
here�



� Multi�modality
The proposed the image object model� and therefore the retrieval model� supports multiple
features and multiple representations� In contrast to computer centric approach�s attempt of
�nding the single best universal feature representation� the proposed approach concentrates on the
way of organizing multiple feature representations� such that appropriate feature representations
are invoked �emphasized� at the right time and place� The multi�modality approach allows the
system to better model user�s perception subjectivity�

� Interactivity
In contrast to computer�centric approach�s automated system� the proposed approach is interac�
tive in nature� The interactivity allows the system to make use of the ability both from computer
and from human�

� Dynamic
In contrast to computer�centric approach�s �xed query weights� the proposed approach dynami�
cally updates the query weights via relevance feedback� The advantages are twofold�

� Remove burden from the user
The user is no longer required to specify a precise set of weights at the query formulation
stage� Instead� the user interacts with the system� indicating which returns he or she thinks
are relevant� Based on the user�s feedback� query weights are dynamically updated�

� Remove burden from the computer
The computer is no longer required to understand the high level concept� Based on user�s
feedback� the high level concept embedded in the query weights automatically get re�ned�

� Experimental Results

To address the challenging research issues involved in CBIR� a Multimedia Analysis and Retrieval
System �MARS� project has been started at University of Illinois��� 		� 	
� 	�� 	�� 
�� 	�� 	��� MARS�
� is accessible via internet at http��� jadzia�ifp�uiuc�edu������ The relevance feedback architecture
proposed in this paper is currently being integrated into MARS���

In the experiments reported here� the image database is provided by Fowler Museum of Cultural
History at the University of California�Los Angeles� The image database is part of the Museum
Educational Site Licensing Project �MESL�� sponsored by the Getty Information Institute�

The test database contains ��� images� The reason that we have chosen this test set is that it
allows us to explore all the color� texture� and shape features simultaneously in a meaningful way�
Even though there exist larger test sets� they do not provide the ability to test multiple visual features
simultaneously� In our current retrieval system� the visual features used include color� texture and
shape of the objects in the image� That is�

F � ffig � fcolor� texture� shapeg ��
�

To validate the proposed approach� multiple representations are used for each feature� e�g� color
histogram and color moments �	�� are used for color feature� Tamura �	�� ��� and co�occurrence matrix
�	�� 
�� texture representations are used for texture feature� Fourier descriptor and chamfer shape
descriptor �	�� are used for shape feature�

R � frijg � fr�� r�� r�� r�� r�� r�g

� fcolor histogram� color moments� Tamura� co�occurrence matrix�

Fourier descriptor� chamfer shape descriptorg

The proposed relevance feedback architecture is an open retrieval architecture� Other visual features
or feature representations can be easily incorporated� if needed�

Extensive experiments have been carried out to evaluate the system�s performance� Users from
various disciplines� such as Computer Vision� Art� Library Science� etc�� as well as users from industry�



have been invited to compare the retrieval performance between the proposed interactive approach
and the computer centric approach� All the users rated the proposed approach much higher in terms
of capturing their perception subjectivity and information need� A typical retrieval process is given in
Figures 
 and 	�

Figure �� The initial retrieval results

The user can browse through the image database� Once he or she �nds an image of interest� that
image is submitted as a query� Alternating to this query�by�example mode� the user can also submit
images outside the database as queries� In Figure 
� the query image is displayed at the upper�left
corner and the best �� retrieved images� with W �W�� are displayed in the order from top to bottom
and from left to right� The retrieved results are obtained based on their overall similarities to the
query image� which are computed from all the features and all the representations� Some retrieved
images are similar to the query image in terms of shape feature while other are similar to the query
image in terms of color or texture feature�

Assume the user�s true information need is to �retrieve similar images based on their shapes�� In
the proposed retrieval approach� the user is no longer required to explicitly maps his information need
to low�level features� but rather he or she can express his intended information need by marking the
relevance scores of the returned images� In this example� images �	�� ���� ��� and ��	 are marked
highly relevant� Images ���� ���� ��
� and �� are marked highly non�relevant� Images �
	� �
�� and
��
 are marked no�opinion�

Based on the information fed�back by the user� the system dynamically adjusts the weights� putting
more emphasis on the shape feature� possibly even more emphasis to one of the two shape represen�
tations which matches user�s perception subjectivity of shape� The improved retrieval results are
displayed in Figure 	� Note that our shape representations are invariant to translation� rotation� and
scaling� Therefore� images ��	 and �� are relevant to the query image�

Unlike the computer centric approach� where the user has to precisely decompose his information
need into di�erent features and representations and precisely specify all the weights associated with
them� the proposed interactive approach allows the user to submit a coarse initial query and contin�
uously re�ne his information need via relevance feedback� This approach greatly reduces the user�s
e�ort of composing a query and captures the user�s information need more precisely�



Figure �� The retrieval results after the relevance feedback

� Conclusions

CBIR has emerged as one of the most active research areas in the past few years� Most of the early
research e�ort focused on �nding the �best� image feature representations� Retrieval was performed as
summation of similarities of individual feature representation with �xed weights� While this computer
centric approach establishes the basis of CBIR� the usefulness of such systems was limited due to the
di�culty in representing high level concepts using low level features and human perception subjectivity�

In this paper� we introduce a Human�Computer Interaction approach to CBIR based on relevance
feedback� Unlike the computer centric approach� where the user has to precisely decompose his in�
formation need into di�erent feature representations and precisely specify all the weights associated
with them� the proposed interactive approach allows the user to submit a coarse initial query and
continuously re�ne his information need via relevance feedback� This approach greatly reduces the
user�s e�ort of composing a query and captures the user�s information need more precisely� Further�
more� the e�ciency and e�ectiveness of the proposed approach have been validated by large amount
of experiments�

Although the proposed retrieval model is for CBIR� it can be easily expanded to handle other
media types� such as video and audio� The proposed model also has a close relationship to MPEG�
�� as discussed in our previous MPEG�� proposal ����� Furthermore� the proposed model provides
a natural way of combining keyword features with visual features� We envision the importance of
supporting keywords with visual features and are currently expanding our system to handle this�
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