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Abstract. We study the problem of representing images within a multimedia Database Management
System (DBMS), in order to support fast retrieval operations without compromising storage efficiency.
To achieve this goal, we propose new image coding techniques which combine a wavelet representation,
embedded coding of the wavelet coefficients, and segmentation of image-domain regions in the wavelet
domain. A bitstream is generated in which each image region is encoded independently of other regions,
without having to explicitly store information describing the regions. Simulation results show that our
proposed algorithms achieve coding performance which compares favorably, both perceptually and objec-
tively, to that achieved using state-of-the-art image/video coding techniques while additionally providing

region-based support.
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1. Introduction

With advances in the computer technologies and
the advent of the World-Wide Web, there has been
an explosion in the amount and complexity of digi-
tal data being generated, stored, transmitted, an-
alyzed, and accessed. Much of this information
is multimedia in nature, including digital images,
video, audio, graphics, and text data. Among the
many types of media, images are of prime impor-
tance. Not only images are the most widely used
media type besides text, but they are also one of
the most popular means for representing and re-
trieving video and other multimedia information.

*This work was supported in part by the National Science
Foundation under grant NSEF MIP-9409587 (RIA-94), by
the Army Research Lab under grant DAALO01-96-2-0003,
and also by the NSF/DARPA/NASA DLI Program under
Cooperative Agreement 94-11318.

Image Databases, Image Compression.

This paper is dedicated to efficient storage, trans-
mission and retrieval of images in the context of
multimedia databases.

Image retrieval can be traced back to the 1970’s,
when the keyword annotation approach was the
traditional image retrieval paradigm. In this ap-
proach, images are first annotated manually by
keywords. They can then be retrieved by their
corresponding annotations. While it has been
very effective for many years, there are two ma-
jor difficulties with this approach, due to the large
amount of manual effort required to develop these
annotations: the differences in the interpretation
of image contents, and inconsistencies in the key-
word assignments generated by different index-
ers [21, 9, 10]. Furthermore, as the size of image
repositories increases, the keyword annotation ap-
proach becomes infeasible.



To overcome the difficulties of the annota-
tion based approach, an alternative mechanism,
Content-Based Image Retrieval (CBIR), has been
proposed in the early 1990’s. Besides using
human-assigned keywords, CBIR systems use the
visual content of the images as the image index
(e.g. color, texture, and shape features). This
greatly alleviates the difficulties of the pure an-
notation based approach, since the feature ex-
traction process can be automated, while ensur-
ing that the image content is always “consistent”.
Since its advent, CBIR has attracted significant
research attention, including government [14, 15],
industry [5, 7, 10], and academia [13, 17, 18, 23,
35]. In fact, ISO/IEC has launched a new work
item, MPEG-T7[1, 2, 3], to define a standard Multi-
media Content Description Interface. Many CBIR
systems, both commercial [5, 7, 21, 9, 10] and aca-
demic [13, 17, 18, 23, 35], have been developed
recently.

Despite this extensive research effort, there re-
main many challenges to be addressed before a
successful image retrieval system becomes more
viable and practical:

e Most existing systems only support queries
based on entire images. However, more of-
ten than not, it is image regions and not the
whole image that contain salient visual fea-
tures and important objects. How to support
region-based queries over the image database
is one of the key issues in CBIR.

e Most of the current research efforts focus on
the retrieval aspect, while the storage and
transmission aspects (i.e., the systems as-
pects) of image databases have been relatively
less studied. However, since images constitute
storage-intensive media, efficient storage tech-
niques are of paramount importance. Further-
more, the explosion of Internet activity has
placed heavy demands on the querying and
access of remote databases as well as local
ones. Given the relatively low transmission
bandwidth of the Internet, efficiency in the
representation of images becomes a major fac-
tor affecting the overall system performance.

To address some of these challenging research
issues involved in multimedia databases, the
MARS (Multimedia Analysis and Retrieval Sys-

tem) project was started during the Spring of 1995
at the University of Illinois [13, 22, 26, 28, 29].
MARS supports retrieval of image, video, and au-
dio data. A brief description of MARS is pre-
sented in Section 2.

The main contribution offered in this paper is
the development of a new representation of im-
ages, to support access to individual image re-
gions directly in the compressed domain. We
extend the still image coding algorithms of [32],
to provide functionality required by MARS. We
do so by combining the right set of tools in the
design of algorithms capable of generating com-
pressed bitstreams with the desirable properties
discussed above. Two salient features of the pro-
posed representation are (a) that it results in
a negligible rate/distortion performance degrada-
tion, when compared to the compressed bitstream
generated by similar state-of-the-art techniques
which do not support regions; and (b) that it has
a “unified” architecture, characterized by a fairly
low computational complexity, in which we do not
need to deal with region maps and image data
separately. The inputs to our new proposed algo-
rithms are the image and a segmentation region
map, computed by a subsystem in MARS. Our
proposed encoders partition the set of all wavelet
coefficients of the input image into subsets asso-
ciated with each image region, and then encode
these sets independently of each other. Fully em-
bedded bitstreams are produced for each set, that
allow multiresolution display on a per-region basis.

The rest of the paper is organized as follows.
Section 2 gives a brief description of the system ar-
chitecture of MARS, and highlights the important
role of the proposed region based storage module
in this system. In Section 3 we discuss our pro-
posed wavelet based region storage technique in
detail. Extensive experimental results over var-
ious types of images of the proposed coders are
given in Section 4. Concluding remarks and fu-
ture research directions are given in Section 5.

2. An Overview of MARS

In this section only a brief description of MARS is
presented. For a detailed description, the reader
is referred to [13, 20]. Figure 1 shows the main
components of the system, described below.
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Fig. 1. The system architecture

User Interface. This is the interface where the

user can interact with the system. The cur-
rent implementation is written in Java ap-
plets and accessible over the Internet. The
user interface allows users to graphically pose
content-based queries as well as traditional
text-based queries.

Retrieval Subsystem. It takes the query speci-

fied at the user interface, evaluates the query
using the information stored in all the three
databases, and returns to the user images that
are best matches to the input query. The
query language supported allows users to pose
complex queries that are composed using low-
level image features as well as textual de-
scriptions [20]. Another unique feature of the
MARS retrieval subsystem is that it supports
relevance feedback [26, 28]. Relevance feed-
back is the process of automatically adjusting
an existing query using the information fed
back by the user about the relevance of previ-
ously retrieved objects such that the adjusted
query is a better approximation to the infor-
mation need of the user [6, 31]. This approach
greatly reduces the user’s effort of composing
a query and captures the user’s information
need more precisely.

Indexing Subsystem. For large image collec-

tions, it is highly desirable to match queries
without searching the entire image collection.
To achieve this, multi-dimensional indexing
techniques need to be utilized. The cur-
rent MARS-image system uses a clustering
based indexing approach to facilitate the fast
search [25].

Region Segmentation Subsystem. As discussed

in the introduction, image regions may con-
tain more important information than the en-
tire image does. In order to extract features
from image regions, image segmentation has
to be performed first. The MARS-image sys-
tem uses a color-texture-spatial based group-
ing technique to segment image regions [29].
The output of this subsystem is an image re-
gion map consisting of multiple image regions.
An example segmentation is shown in Fig-
ure 2.

Image segmentation has made considerable
progress in the past few years [12, 11, 34].
For specific applications, such as GIS sys-
tems, reasonably good results have been
achieved [16]. However, in general uncon-
strained domains, image segmentation is still
an open problem in Computer Vision and Im-



age Understanding. The MARS Region Seg-
mentation Subsystem has made no attempt at
solving this problem. Our goal is not to seg-
ment out high-level image objects, but rather
to identify low-level homogeneous image re-
gions, since these contain all the information
needed by our system to perform query eval-
uation.

Feature Extraction Subsystem. MARS sup-
ports both global (whole image) features as
well as local (image region) features. The fea-
tures used in the system are color, texture,
and shape [20]. Specifically, we use color his-
togram and color moments as the color fea-
ture representations [36]; coarseness-contrast-
directionality, wavelet based texture, and co-
occurrence matrix texture as the texture rep-
resentations [26]; and modified Fourier de-
scriptors as the shape feature representa-
tion [27].

Storage Subsystem. Not only does MARS sup-
port efficient storage of the entire image, it
also supports efficient storage of individual
image regions. In the rest of the paper we
will describe the proposed region based stor-
age technique in detail. Note that efficient
storage is important to both local disk storage
and to transmitting content over the network
to support remote queries.

(b)

Fig. 2. Example of a segmentation of an image: (a) an original image; (b) a segmentation map.

3. Region-Based Representation of Im-
ages

3.1.  Storage of Images in DBMS’s

Classical DBMS’s provide very limited support for
the storage of image data. The main complication
with the integration of image data into existing
DBMS’s lies in the fact that operations such as
testing for equality and order relations, essential
to the evaluation of queries, are meaningless when
applied raw image data. The main goal of MARS
is to extend classical DB functionality to other
media types as well.

If images are to be stored in multimedia
DBMS’s, all the systems issues related to the ef-
ficiency with which data can be retrieved from
physical storage gain dramatic importance. This
is so because images, even in compressed form,
involve significantly larger amounts of data than
those typically managed by DBMS’s, consisting
mostly of numbers and strings of characters. Fur-
thermore, with the popularity of computer net-
works, DMBSs may manage data distributed over
a number of interconnected machines, in which
case, in assessing the performance of such sys-
tems, delays due to network transmission have to
be added to delays due to physical retrieval from
disk. Due to all these reasons, the way in which an
image is represented internally (i.e., how an image
is compressed and physically stored in the DBMS)
is a most important issue.

In order to provide low access times, the amount
of data to be effectively transferred between the
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Fig. 3. Sample reconstructions obtained from a single bitstream, by specifying different decoding parameters: (a) an
original image (Luciano); (b) a segmentation map; (c) a reconstruction obtained by selecting bits corresponding to Luciano’s
face only, until the available bitrate is exhausted; (d) another reconstruction, now obtained by selecting only background
bits. In between the two extremes given by (c) and (d) many different intermediate reconstructions are possible.

image storage subsystem and the image display
client must be kept to a minimum. To accomplish
this goal, we propose a new image representation
in which (a) we identify sub-bitstreams of the com-
pressed bitstream corresponding to arbitrarily-
shaped regions in the image domain, and (b) we
can decode these sub-bitstreams independently of
each other without needing to decode the whole
image to full resolution. An example of the sought
functionality is depicted in Fig. 3.

We would like to make the following remarks:

e The goal of reducing the amount of I/O
needed to retrieve images implies that com-
pression performance should not be sacrificed
in order to provide access to individual image
regions directly in the compressed bitstream.

e This representation offers advantages in terms
of computational complexity: it is a poor
strategy of CPU usage to decode an entire im-
age, to maybe retrieve only a small subimage
of interest, for which a low resolution version
would have probably been good enough.

e From a coding perspective, the problem of
providing access to independent regions comes
basically in two “flavors”: either the region
is already known to the decoder (in this case,
the user formulating a query), or it is not. Al-
ways from a coding perspective, if a particu-
lar region is already known to the decoder, our
problem is nearly trivial, since it only involves
sending an appropriate subset of wavelet co-

efficients. In this paper, we focus instead on
the case in which the regions are not known
to the decoder, and have to be encoded some-
how. Later in this section we present two
alternative solutions to this problem: one in
which the region is explicitly sent to the de-
coder as side information, and another one in
which the regions are implied by the subsets
of wavelet coefficients sent. In Section 4, we
present results on the performance of each of
these solutions.

3.2.  Region-Based Coding Using Wavelets

Wavelet techniques have received significant at-
tention in the last few years in a variety of ar-
eas related to Signal Processing (Vetterli and
Kovacevi¢ [38] provide an excellent tutorial intro-
duction to wavelets). In the context of image data
compression this was, to a large extent, due to the
high rate/distortion performance achieved by Ze-
rotree based algorithms [30, 33, 39]. A novel al-
ternative representation to the standard Zerotrees
was proposed in [32], based on morphological op-
erators. This new representation efficiently cap-
tures arbitrarily shaped sets of subband coeffi-
cients, identified to be the most important ones
to encode accurately.

Specifically for region-based coding, wavelets
offer a definite advantage over other transform
domain techniques. Based on the joint space-
frequency localization property of the wavelet



transform [38], coeflicients in the wavelet domain
can be uniquely associated with image regions in
the spatial domain. Although classical transforms
used for image compression (e.g., the Discrete Co-
sine Transform (DCT) [4]) do not have the joint
space-frequency localization property for signal
energy, such localization can be forced by parti-
tioning the image into blocks, and applying the
transform within each block (e.g., block DCTs).
However, from a compression standpoint, this ar-
tificial approach has been found to perform less
satisfactorily than wavelets, which provide the lo-
calization property naturally as part of their con-
struction. As a result, meaningful properties of
the data in the spatial domain (e.g., that cer-
tain pixels belong to some image region, that this
group of pixels is located to the left of those, etc.)
can be easily mapped to the wavelet domain, as
shown in Fig. 4.

The wavelet representation has been used in the
development of most of the highest performance
image coding algorithms [30, 32, 33, 39|, and re-
cently also to video coding algorithms [40]. There-
fore, it should be possible to design an image rep-
resentation in which regions are coded indepen-
dently of each other, while still retaining the high
rate/distortion performance of state-of-the-art im-
age coding algorithms, and without incurring in
an excessively high computational cost.

3.3.  Basic Reference System

In order to encode arbitrarily shaped regions of
image data, we first partition wavelet coefficients
into various sets corresponding to each of the im-

(a) (b)

Fig. 4. o illustrate how the spatial region maps have an
equivalent in the wavelet domain: (a) a sample region map;
(b) the equivalent map in the wavelet domain.

age regions in the spatial domain, and then en-
code each of these sets independently using a pre-
viously developed morphological image coding al-
gorithm [32]. Observe that a penalty in cod-
ing performance is to be paid by taking this ap-
proach, since there may exist statistical dependen-
cies among coefficients in different sets that could
be used for further compression. In order to deter-
mine how much coding performance degrades due
to our particular way of encoding image regions,
in Section 4 these variations are compared against
the performance of the basic coder used to build
them. A brief summary of the key components of
that coder is presented in this subsection.

3.8.1.  Morphological Coding of Sets of Wavelet
Coefficients A fundamental building block for
all constructions presented in this paper is the
fully embedded still image coder presented in [32],
based on morphology and its applications to
multidimensional signal processing problems [19].
The standard architecture for transform coding
methods consists of a linear decorrelating trans-
form, followed by scalar quantization of the trans-
form coefficients, and final entropy coding of the
quantized coefficients.

Experimental results have been reported [24,
32], establishing the presence within image sub-
bands of at least two sets of coefficients having
dissimilar statistical properties. It was suggested
in [24], and effectively shown in [32], that morphol-
ogy may provide an efficient means of identifying
and encoding such sets of coefficients. That work
presents one particular algorithm to compute and
encode an image-dependent subband classification
map, in a uniquely decodable way, making use of
only a minimal amount of side information.

3.8.2.  Quantization Each coefficient is quan-
tized with a sequence of embedded quantizers

{Qo-..Qn-1} [37]:

z |z| <T/27!

p T/2! <z < T/

n —T/2 <a < —T/2

Qi(r) =

fori = 0...n — 1, and for some parameter T’
(typically T is the largest magnitude in the data
stream to be encoded). By successively applying
these quantizers to each wavelet coeflicient, a sym-
bol stream is generated with the property that as



n is allowed to increase, a sequence of reconstruc-
tions is generated that converges to the original
image, and such that any initial substream corre-
sponds to some lower resolution encoding.

3.3.3.  Entropy Coding Unlike the case of opti-
mal quantization for a single target bitrate, the
design of optimal embedded quantizers is a prob-
lem that cannot be solved in general. Equitz
and Cover [8] showed that optimality can only be
achieved when the source has a certain Markov
property. By optimality, we refer to the ability of
an encoder to achieve the theoretical R-D perfor-
mance bound for the source being coded.

In this paper, for practical reasons, we take the
approach of fixing beforehand the quantizers to be
used, independently of the image to encode. As a
result, the performance of this embedded coder is
entirely determined by the efficiency with which
the resulting symbol stream is entropy coded.
To achieve maximum efficiency, conditional arith-
metic coding based multiple probability tables is
used on each resolution level [32].

3.4. Region-Based Image Coding with FExplicit
Side Information

In this case, image regions are encoded by first en-
coding a segmentation map defining the regions,
and then encoding subband data assuming the
map is known. After the map is known, the en-
coding algorithm takes a particularly simple form
in this case: just apply the standard morphologi-
cal coder as many times as there are objects in the
image, but each time considering only coefficients
drawn from a single object.

Efficiency in encoding the segmentation map is
critical to the success of this approach, because
of two main reasons: (a) this map will have to
be decoded each time an object in the image is
accessed, and therefore computational complexity
of the decoder becomes an issue; and (b) this map
is side information, which eats into the total bit
budget. We entropy code the map as one more
independent bitstream (the other ones being the
image regions). Pseudocode for this algorithm is
shown in Table 1.

For simplicity, this description is given only for a
binary segmentation: the generalization to multi-
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ple objects is conceptually trivial, and there is no
coding performance degradation associated with
increasing the number of objects (other than the
increase in description complexity for the segmen-
tation map). Note that the DC subband is en-
coded separately from the objects comprising the
image. The reason for doing this is to provide
a coarse resolution approximation to the entire
image, and in this way provide refinements only
for those objects of interest to the user. Alterna-
tively, one could segment the purely lowpass sub-
band too, and treat it as just as any other subband
for coding. Which of the two techniques is more
appropriate would be determined by specific ap-
plications. In MARS, we feel that providing some
coarse approximation to the undesired objects is a
better solution than providing just a “black” im-
age for these objects.

There are many possible ways in which the seg-
mentation map can be entropy coded (step 1). If a
specific application has a priori knowledge about
the shape and/or location of objects present in
typical images it deals with, then that information
can be used to reduce the number of bits neces-
sary to encode the segmentation map. In general,
such specific prior information is not available,
and therefore a technique is called for that can
guarantee high coding performance under all cir-
cumstances. After experimenting with a variety of
techniques (including adaptive and context based
arithmetic coding), the Lempel-Ziv algorithm was
chosen as the one consistently giving the best re-
sults.

3.5. Region-Based Image Coding without FEz-
plicit Side Information

The main difference between this case and the case
in which image regions are sent explicitly to the
decoder as side information is that here the infor-
mation describing image regions is not available
at the decoder. To deal with this problem, given
the original image and the map of regions, the en-
coder creates one image per object in the map, and
then encodes each of them separately and indepen-
dently. Pseudocode for this algorithm is shown in
Table 2.

As in the previous case, without loss of general-
ity the algorithm is described only for a binary
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Table 1. Pseudocode Description for the Encoder, assuming an Uninformed Decoder with Explicit Side Information

Input:

An image, and a binary segmentation map of image pixels.

Output:
Four compressed bitstreams.

Algorithm:

1. Entropy code the segmentation map. This is the first bitstream.

2. Take the wavelet transform of the image.

3. For each image subband, appropriately subsample the segmentation map, to obtain a segmentation of the

wavelet coefficients for that subband.

4. Encode the DC subband. This is the second bitstream.

5. Apply the fully embedded morphological coder to the wavelet coefficients; do not scan the entire rectangular
array, encode only those coefficients whose label is “1” in the binary map. This produces the third bitstream.

6. Repeat step 4, but now sending only coefficients labeled “0” in the binary map. This produces the fourth

bitstream.

Table 2. Pseudocode Description for the Encoder, assuming an Uninformed Decoder and no Side Information

Input:

An image, and a binary segmentation map of image pixels.

Output:
Three compressed bitstreams.
Algorithm:
1. Take the wavelet transform of the image.

2. For each image subband, appropriately subsample the classification map, to obtain a classification for that

subband of the wavelet coefficients.

3. Define two new wavelet fields: one in which coefficients labeled “0” are kept intact and coefficients labeled “1”
are set to zero, and another one in which coefficients labeled “0” are set to zero and coefficients labeled “1”

are kept intact.

4. Encode the DC subband. This is the first bitstream.
5. Apply the standard fully embedded morphological coder [32] to each of these images. These are the other two

bitstreams.

partition. Note the following fundamental fact
about this algorithm. In a data compression ap-
plication, a significant number of bits is required
only to resolve “unexpected” events. Although
the amount of data to encode is apparently dou-
bled by this algorithm, the data introduced to de-
couple image regions is highly redundant: big clus-
ters of zeros, highly predictable both within and
across scales in the wavelet representation. Fur-
thermore the morphological coder, with its ability
to efficiently encode arbitrarily shaped sets of co-
efficients, provides an excellent method for coding
the sets resulting from classification of coefficients.
It will be shown later that under fairly general
conditions, this coding technique results in better
rate/distortion performance than explicitly stor-
ing shape information. For decoding, given a total
bitrate available, and given how much of it should
be spent on each object, this algorithm simply ex-
ecutes the embedded morphological decoder until
the bitrate is exhausted on each object.

4. Experimental Results

In this section, we provide extensive simulation
results, to show that the penalty paid for pro-
viding region-based coding is negligible in terms
of coding performance, compared to the per-
formance achievable when no regions are sup-
ported. C source code that implements each
of the proposed coders can be obtained at

http://www.ifp.uiuc.edu/ servetto/research/.

The example images used in this article are used
with permission from the Fowler Museum of Cul-
tural History at the University of California—Los
Angeles. These images were part of an image
database delivery project called the Museum Ed-
ucational Site Licensing Project (MESL), spon-
sored by the Getty Information Institute, contain-
ing 286 images. The goal of the MESL project was
to test the licensing and delivery of digital images
and meta data from seven U. S. museums to seven
U. S. universities. The University of Illinois was
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(b)

Fig. 5. A typical image in our database: (a) an original image; (b) the regions resulting from identifying one of the objects

present in the original.

Table 3. Rate/Distortion performance comparison for the proposed algorithms.

Rate (bpp) 0.0625 0.125 0.25 0.50 1.00
(# of bits) (10208)  (20416) (40832)  (81664) (163328)
Standard Morph 23.29 25.65 28.30 32.03 37.60
Regions, No Side Inf. 23.05 25.39 27.98 31.72 37.26
Regions, Explicit Side Inf. 8.80 22.87 26.95 31.14 36.89
JPEG N/A N/A 25.67 29.69 34.69

selected as a participant in the MESL project. A
typical image in the database is shown in Fig. 5(a),
with the segmentation shown in Fig. 5(b).

We present the results of an experiment testing
both coders considered in Section 3. The experi-
ment consists of measuring the maximum PSNR
value that can be achieved at different bitrates
for the bitstream supporting region decoding, and
compare that number against the PSNR value
achieved by the morphological coder at equal bi-
trates. Note that because each image region may
receive a different number of bits, there will be one
distribution of bits among regions that will result
in maximum PSNR of the global reconstruction.

This maximum PSNR number is the one com-
pared against the no segmentation case, to deter-
mine how performance degrades due to providing
region-based coding.

The wavelet used is the 10-18 biorthogonal
wavelet of Daubechies. The image size is 352x464,
and the wavelet tree is grown to depth 4. In all
cases, the performance of the standard JPEG al-
gorithm is reported (without any form of region
support), since this is the image representation
previously used by MARS. The JPEG coder used
is the one that comes with the standard XV util-
ity, version 3.00. Typical coding results are shown
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Fig. 6. Sample reconstructions of the still image coder, case 2: (a) the original image (1306624 bits, 8bpp), compressed by
factors of (b) 16:1 (81664 bits, 0.5bpp), and (c) 47:1 (27766 bits, 0.17bpp). For a perceptual quality comparison, (d) shows
a JPEG reconstructed image at 0.17bpp.
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Fig. 7. A typical result of evaluating a query.
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in Table 3, for the image and binary segmentation
shown in Fig. 5.

Note that when the segmentation map is explic-
itly included in the bitstream as side information,
the resulting coding performance degrades signifi-
cantly at low rates. This occurs because the num-
ber of bits devoted to side information remains
fixed, it does not scale with the total bit budget
appropriately. As a result, at low rates there are
simply not enough bits to encode the data, all of
them go to encode side information. Based on
these observations, we conclude that the case of
no side information renders the best coding perfor-
mance always, deviating approx. 0.25-0.35dB from
the performance of the standard morph coder for
this image. In a perceptual sense, the images are
indistinguishable, as can be seen in the sample re-
constructions shown in Fig. 6.

To illustrate how our new proposed image rep-
resentation is integrated into MARS, in Fig. 7 we
show a typical result of evaluating a query. In
a separate window, the user provided the image
in the upper-left corner, and specified that was
interested in retrieving images with regions of a
similar shape. MARS ranked all the images in the
database according to a shape similarity measure,
and displayed the 10 best matches. Observe how,
in the case of images containing more than one sig-
nificant region, only the region of interest to the
user is displayed at high resolution. This feature
results in significant transmission time savings, by
being able to avoid sending regions not of interest
to the user.

5. Conclusions

In this paper, we addressed the problem of effi-
ciency in the internal representation of image re-
gions in a multimedia DBMS. We suggest that a
desirable property of any image representation for
this application is that of supporting retrieval of
arbitrarily shaped image regions directly from the
compressed bitstream, and we developed new cod-
ing methods to support such functionality.

The image coding methods proposed in this pa-
per combine the compression efficiency of state-
of-the-art “pure” compression algorithms, with
the flexibility of the bitstream syntax required by
a DMBS system like MARS, to support region-

based processing. This is achieved by combining
the right set of compression and database systems
tools. The main features of the proposed algo-
rithms are (a) that compared to when only sup-
port for rectangular images is provided, they have
a negligible rate/distortion performance degrada-
tion; and (b) that they produce perceptually indis-
tinguishable images from those obtained by equiv-
alent coders that do not provide support for re-
gions.
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